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Preface

High-dimensional data are nowadays rule rather than exception in areas like in-
formation technology, bioinformatics or astronomy, to name just a few. The word
“high-dimensional” refers to the situation where the number of unknown param-
eters which are to be estimated is one or several orders of magnitude larger than
the number of samples in the data. Classical statistical inference cannot be used for
high-dimensional problems. For example, least-squares fitting of a linear model hav-
ing many more unknown parameters than observations and assigning corresponding
standard errors and measures of significance is ill-posed. It is rather obvious that
without additional assumptions, or say restricting to a certain class of models, high-
dimensional statistical inference is impossible. A well-established framework for fit-
ting many parameters is based on assuming structural smoothness, enabling estima-
tion of smooth functions. The last years have witnessed a revolution of methodolog-
ical, computational and mathematical advances which allow for high-dimensional
statistical inference based on assuming certain notions of sparsity. Shifting the fo-
cus from smoothness to sparsity constraints, or combining the two, opens the path
for many more applications involving complex data. For example, the sparsity as-
sumption that the health status of a person is depending only on a few among sev-
eral thousands of biomarkers appears much more realistic than considering a model
where all the thousands of variables would contribute in a smooth way to the state
of health.

This book brings together methodological concepts, computational algorithms, a
few applications and mathematical theory for high-dimensional statistics. The math-
ematical underpinning of methodology and computing has implications on explor-
ing exciting possibilities and understanding fundamental limitations. In this sense,
the combination of methodology and theory builds the foundation of the book. We
present the methods and their potential for data analysis with a view on the un-
derlying mathematical assumptions and properties and vice-versa, the theoretical
derivations are motivated by applicability and implications to real data problems.
The mathematical results yield additional insights and allow to categorize different
methods and algorithms in terms of what they can achieve and what not. The book
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viii Preface

is not meant as an overview of the state-of-the-art, but rather as a selective treatment
with emphasis on our own work.

It is possible to read the book with more emphasis on methods and applications or on
theory; but of course, one can also focus on all aspects with equal intensity. As such,
we hope that the book will be useful and appealing to statisticians, data analysts
and other researchers who appreciate the possibilities to learn about methods and
algorithms, mathematical theory and the combination of both of them.

This book emerged from a very nice collaboration between the authors. We ac-
knowledge many people who have contributed in various ways to its completion.
Wolfgang Härdle proposed to write a book on high-dimensional statistics while hik-
ing in the black forest at Oberwolfach, and we are thankful for it. Alain Hauser,
Mohamed Hebiri, Markus Kalisch, Johannes Lederer, Lukas Meier, Nicolai Mein-
shausen, Patric Müller, Jürg Schelldorfer and Nicolas Städler have contributed with
many original ideas and concepts as collaborators of joint research projects or mak-
ing some thoughtful suggestions for the book. Finally, we would like to express
our gratitude to our families for providing a different, interesting, supportive and
beautiful environment.

Zürich, December 2010 Peter Bühlmann and Sara van de Geer
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Chapter 1

Introduction

Abstract High-dimensional statistics refers to statistical inference when the number
of unknown parameters is of much larger order than sample size. We present some
introductory motivation and a rough picture about high-dimensional statistics.

1.1 The framework

High-dimensional statistics refers to statistical inference when the number of un-
known parameters p is of much larger order than sample size n, that is: p� n. This
encompasses supervised regression and classification models where the number of
covariates is of much larger order than n, unsupervised settings such as clustering or
graphical modeling with more variables than observations or multiple testing where
the number of considered testing hypotheses is larger than sample size. Among the
mentioned examples, we discuss in this book regression and classification, graphical
modeling and a few aspects of multiple testing.

High-dimensional statistics has relations to other areas. The methodological con-
cepts share some common aspects with nonparametric statistics and machine learn-
ing, all of them involving a high degree of complexity making regularization nec-
essary. An early and important book about statistics for complex data is Breiman
et al. (1984) with a strong emphasis placed on the CART algorithm. The influential
book by Hastie et al. (2001) covers a very broad range of methods and techniques at
the interface between statistics and machine learning, also called “statistical learn-
ing” and “data mining”. From an algorithmic point of view, convex optimization
is a key ingredient for regularized likelihood problems which are a central focus
of our book, and such optimization arises also in the area of kernel methods from
machine learning, cf. Schölkopf and Smola (2002). We include also some devi-
ations where non-convex optimization or iterative algorithms are used. Regarding

© Springer-Verlag Berlin Heidelberg 2011
and Applications, Springer Series in Statistics, DOI 10.1007/978-3-642-20192-9_1,  

many aspects of optimization, the book by Bertsekas (1995) has been an important
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2 1 Introduction

source for our use and understanding. Furthermore, the mathematical analysis of
high-dimensional statistical inference has important connections to approximation
theory, cf. Temlyakov (2008), in particular in the context of sparse approximations.

1.2 The possibilities and challenges

A simple yet very useful model for high-dimensional data is a linear model

Yi = µ +
p

∑
j=1

β jX
( j)
i + εi (i = 1, . . . ,n), (1.1)

with p� n. It is intuitively clear that the unknown intercept µ and parameter vector
β = (β1, . . . ,βp)

T can only be estimated reasonably well, based on n observations,
if β is sparse in some sense. Sparsity can be quantified in terms of the `q-norm for
1 ≤ q ≤ ∞, the analogue (which is not a norm) with 0 < q < 1, or the `0-analogue
(which is not a norm) ‖β‖0

0 = |{ j; β j 6= 0}| which counts the number of non-zero
entries of the parameter. Note that the notation ‖β‖0

0 = ∑
p
j=1 |β j|0 (where 00 = 0) is

in analogy to ‖β‖q
q =∑

p
j=1 |β j|q for 0< q<∞. In contrast to `0, the `1-norm ‖β‖1 =

∑
p
j=1 |β j|measures sparsity in a different way and has a computational advantage of

being a convex function in β .

Roughly speaking, high-dimensional statistical inference is possible, in the sense of
leading to reasonable accuracy or asymptotic consistency, if

log(p) · (sparsity(β ))� n,

depending on how we define sparsity and the setting under consideration.

Early progress of high-dimensional statistical inference has been achieved a while
ago: Donoho and Johnstone (1994) present beautiful and clean results for the case
of orthogonal design in a linear model where p = n. A lot of work has been done
to analyze much more general designs in linear or generalized linear models where
p� n, as occurring in many applications nowadays, cf. Donoho and Huo (2001),
Donoho and Elad (2003), Fuchs (2004) and many other references given later. We
present in this book a detailed treatment for high-dimensional linear and general-
ized linear models. Much of the methodology and techniques relies on the idea of
`1-penalization for the negative log-likelihood, including versions of such regular-
ization methods. Such `1-penalization has become tremendously popular due to its
computational attractiveness and its statistical properties which reach optimality un-
der certain conditions. Other problems involve more complicated models with e.g.
some nonparametric components or some more demanding likelihood functions as
occurring in e.g. mixture models. We also describe results and aspects when going
beyond generalized linear models.
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For sound statistical inference, we would like to quantify uncertainty of estimates
or predictions. In particular, if statistical results cannot be validated with a scientific
experiment, as for example in bio-medicine where say biomarkers of patients cannot
be manipulated, the scientific conclusions hinge on statistical results only. In such
cases, high-dimensional statistical inference must be equipped with measures of
uncertainty, stability or significance. Our book presents some early ideas in this
direction but more refined answers need to be developed in the future.

1.3 About the book

The book is intended for graduate students and researchers in statistics or related
fields who are interested in methodological themes and/or detailed mathematical
theory for high-dimensional statistics. It is possible to read the methodology and
theory parts of the book separately.

Besides methodology and theory, the book touches on applications, as suggested
by its title. Regarding the latter, we present illustrations largely without detailed
scientific interpretation. Thus, the main emphasis is clearly on methodology and
theory. We believe that the theory has its implications on using methods in prac-
tice and the book interweaves these aspects. For example, when using the so-called
Lasso (`1-penalization) method for high-dimensional regression, the theory gives
some important insights about variable selection and more particularly about false
positive and false negative selections.

The book presents important advances in high-dimensional statistical inference.
Some of them, like the Lasso and some of its versions, are treated comprehensively
with details on practical methodology, computation and mathematical theory. Other
themes, like boosting algorithms and graphical modeling with covariance estima-
tion, are discussed from a more practical view point and with less detailed mathe-
matical theory. However, all chapters include a supporting mathematical argumen-
tation.

1.3.1 Organization of the book

The book combines practical methodology and mathematical theory. For the so-
called Lasso and group Lasso and versions thereof in linear, generalized linear
and additive models, there are separate theory and methods chapters with cross-
references to each other.

Other chapters on non-convex negative likelihood problems, stable solutions, p-
values for high-dimensional inference, boosting algorithms or graphical modeling
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with covariance estimation are presenting in each chapter the methods and some
mathematical theory. The last chapter on probability inequalities presents mathe-
matical results and theory which are used at various places in the book. Figure 1.1
gives an overview which parts belong closely to each other.

Ch.2 Ch.3 Ch.9

Ch.10 Ch.11

Ch.14

Ch.12 Ch.13

Ch.6Ch.8

Ch.5 Ch.4

Ch.7

Fig. 1.1 Organization of the book. The arrowheads indicate the directions in which the chapters
relate to each other. Chapters 2, 3, 4 and 5 describe statistical methodology and computation,
Chapters 6, 7, 8 and 14 present detailed mathematical theory, and the remaining Chapters 9, 10,
11, 12 and 13 each contain methodological, theoretical and computational aspects.

1.4 Some examples

High-dimensional data arises nowadays in a wide variety of applications. The book
contains illustrations and applications to problems from biology, a field of our own
interest. However, the presented material includes models, methods, algorithms and
theory whose relevance is very generic. In particular, we consider high-dimensional
linear and generalized linear models as well as the more flexible generalized additive
models, and both of them cover a very broad range of applications. Other areas
of high-dimensional data applications include text mining, pattern recognition in
imaging, astronomy and climate research.
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1.4.1 Prediction and biomarker discovery in genomics

In genomics with high-throughput measurements, thousands of variables such as
expressions of genes and abundances of proteins can be measured for each person
in a (pre-)clinical study. A typical goal is to classify the health status of a person,
e.g. healthy or diseased, based on its bio-molecular profile, i.e., the thousands of
bio-molecular variables measured for the person.

1.4.1.1 Further biology applications treated in the book

We briefly describe now examples from genomics which will be considered in the
book.

We consider motif regression in Chapters 2, 5, 10 and 11. The goal is to infer short
DNA-words of approximate length 8−16 base pairs, e.g., “ACCGTTAC”, where a
certain protein or transcription factor binds to the DNA. We have supervised data
available with a continuous response variable Yi and p-dimensional covariates Xi
with continuous values. Thereby Yi measures e.g. binding intensity of the protein
of interest in the ith region of the whole DNA sequence and Xi contains abundance
scores of p candidate motifs (or DNA words) in the ith region of the DNA. We
relate the response Yi and the covariates Xi with a linear model as in (1.1) (or an ad-
ditive model as in Chapter 5), where X ( j)

i denotes the abundance score of candidate
word j in DNA region i. The task is to infer which candidate words are relevant for
explaining the response Y . Statistically, we want to find the variables X ( j) whose
corresponding regression coefficients β j are substantial in absolute value or signif-
icantly different from zero. That is, motif regression is concerned about variable
or feature selection. The typical sizes for motif regression are n ≈ 50− 1′000 and
p≈ 100−2′000 and hence, the number of variables or the dimensionality p is about
of the same order as sample size n. In this sense, motif regression is a fairly but not
truly high-dimensional problem.

Another example is the prediction of DNA splice sites which are the regions between
coding and non-coding DNA segments. The problem is discussed in Chapter 4. We
have binary response variables Yi ∈ {0,1}, encoding whether there is a splice site
or not at a certain position i of the DNA sequence, and categorical p-dimensional
covariates Xi ∈ {A,C,G,T}p with four categories corresponding to the letters of the
DNA alphabet. The p categorical variables correspond to p neighboring values of a
certain position i of the DNA sequence: for example, 3 positions to the left and 4 po-
sitions to the right from i, corresponding to p = 7 and e.g. Xi = (A,A,T,G,G,C,G).
We model the data as a binary logistic regression whose covariates consist of 7
factors each having 4 levels. The primary goal here is prediction or classification
of a new, unknown splice site. The typical sizes for DNA splice site prediction is
n ≈ 10′000− 50′000 and p ≈ 5− 20. When allowing for all interactions, the num-
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ber of parameters in the logistic model is 4p which can be huge in comparison to n,
e.g., 410 ≈ 1.05 · 106. Depending on how many interactions we allow, the problem
may involve a million unknown parameters which is of larger order than the typical
sample size.

In Chapters 9 and 10 we illustrate some methods for a problem about riboflavin
production with bacillus subtilis. The data consists of continuous response variables
Yi, measuring the log-concentration of riboflavin, and p-dimensional covariates Xi
containing the log-expressions from essentially all genes from bacillus subtilis, for
the ith individual. The goal is primarily variable selection to increase understanding
which genes are relevant for the riboflavin production rate. A linear model as in
(1.1) is often a reasonable approximation but we will also discuss in Chapter 9 a
mixture model which is an attempt to model inhomogeneity of the data. The size of
the data is about n≈ 70−150 and p = 4088, and hence it is a real high-dimensional
problem.

Finally, we consider in Chapter 13 an unsupervised problem about genes in two
biosynthesis pathways in arabidopsis thaliana. The data consists of continuous gene
expressions from 39 genes for n = 118 samples of different arabidopsis plants. We
illustrate covariance estimation and aspects of graphical modeling which involve
39 ·40/2 = 780 covariance parameters, i.e., more parameters than sample size.



Chapter 2

Lasso for linear models

Abstract The Lasso, proposed by Tibshirani (1996), is an acronym for Least Abso-
lute Shrinkage and Selection Operator. Among the main reasons why it has become
very popular for high-dimensional estimation problems are its statistical accuracy
for prediction and variable selection coupled with its computational feasibility. Fur-
thermore, since the Lasso is a penalized likelihood approach, the method is rather
general and can be used in a broad variety of models. In the simple case of a linear
model with orthonormal design, the Lasso equals the soft thresholding estimator

models is the core example to develop the methodology for `1-penalization in high-
dimensional settings. We discuss in this chapter some fundamental methodological
and computational aspects of the Lasso. We also present the adaptive Lasso, an im-
portant two-stage procedure which addresses some bias problems of the Lasso. The
methodological steps are supported by describing various theoretical results which
will be fully developed in Chapters 6 and 7.

2.1 Organization of the chapter

We present in this chapter the Lasso for linear models from a methodological point
of view. Theoretical results are loosely described to support methodology and prac-
tical steps for analyzing high-dimensional data. After an introduction in Section
2.2 with the definition of the Lasso for linear models, we focus in Section 2.4 on
prediction of a new response when given a new covariate. Afterwards, we discuss
in Section 2.5 the Lasso for estimating the regression coefficients which is rather
different from prediction. An important implication will be that under certain con-
ditions, the Lasso will have the screening property for variable selection saying that
it will include all relevant variables whose regression coefficients are sufficiently
large (besides potentially false positive selections). In Section 2.6 we discuss the
more ambitious goal of variable selection in terms of exact recovery of all the rele-
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vant variables. Some of the drawbacks of the Lasso can be addressed by two-stage or
multi-stage procedures. Among them are the adaptive Lasso (Zou, 2006) and the re-
laxed Lasso (Meinshausen, 2007), discussed in Sections 2.8 and 2.10, respectively.
Finally, we present concepts and ideas for computational algorithms in Section 2.12.

2.2 Introduction and preliminaries

We consider here the setting where the observed data are realizations of

(X1,Y1), . . . ,(Xn,Yn)

with p-dimensional covariates Xi ∈ X ⊂ Rp and univariate response variables
Yi ∈ Y ⊂ R. The covariates are either deterministic fixed values or random vari-
ables: regarding the methodology, there is no difference between these two cases.
Typically, we assume that the samples are independent but the generalization to
stationary processes poses no essential methodological or theoretical problems.

Modeling high-dimensional data is challenging. For a continuous response variable
Y ∈ R, a simple yet very useful approach is given by a linear model

Yi =
p

∑
j=1

β jX
( j)
i + εi (i = 1, . . . ,n), (2.1)

where ε1, . . . ,εn i.i.d., independent of {Xi; i = 1, . . . ,n} and with E[εi] = 0.

For simplicity and without loss of generality, we usually assume that the intercept
is zero and that all covariates are centered and measured on the same scale. Both
of these assumptions can be approximately achieved by empirical mean centering
and scaling with the standard deviation, and the standardized data then satisfies
Y = n−1

∑
n
i=1 Yi = 0 and σ̂2

j := n−1
∑

n
i=1(X

( j)
i −X ( j)

)2 = 1 for all j. The only unusual
aspect of the linear model in (2.1) is the fact that p� n.

We often use for (2.1) the matrix- and vector-notation

Y = Xβ + ε

with response vector Yn×1, design matrix Xn×p, parameter vector βp×1 and error
vector εn×1. If the model is correct, we denote the true underlying parameter by β 0.
We denote the best approximating parameter, in a sense to be specified, by β ∗: this
case will be discussed from a theory point of view in Chapter 6 in Section 6.2.3.
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2.2.1 The Lasso estimator

If p > n, the ordinary least squares estimator is not unique and will heavily overfit
the data. Thus, a form of complexity regularization will be necessary. We focus here
on regularization with the `1-penalty. The parameters in model (2.1) are estimated
with the Lasso (Tibshirani, 1996):

β̂ (λ ) = argmin
β

(
‖Y−Xβ‖2

2/n+λ‖β‖1

)
, (2.2)

where ‖Y−Xβ‖2
2 = ∑

n
i=1(Yi− (Xβ )i)

2, ‖β‖1 = ∑
p
j=1 |β j| and where λ ≥ 0 is a

penalty parameter. The estimator has the property that it does variable selection in
the sense that β̂ j(λ ) = 0 for some j’s (depending on the choice of λ ) and β̂ j(λ )
can be thought as a shrunken least squares estimator; hence, the name Least Abso-
lute Shrinkage and Selection Operator (LASSO). An intuitive explanation for the
variable selection property is given below.

The optimization in (2.2) is convex, enabling efficient computation of the estimator,
see Section 2.12. In addition, the optimization problem in (2.2) is equivalent to

β̂primal(R) = argmin
β ;‖β‖1≤R

‖Y−Xβ‖2
2/n, (2.3)

with a one-to-one correspondence between λ in (2.2) and R in (2.3), depending
on the data (X1,Y1), . . . ,(Xn,Yn). Such an equivalence holds since ‖Y−Xβ‖2

2/n is
convex in β with convex constraint ‖β‖1 ≤ R, see for example Bertsekas (1995, Ch.
5.3).

Because of the `1-geometry, the Lasso is performing variable selection in the sense
that an estimated component can be exactly zero. To see this, we consider the rep-
resentation in (2.3) and Figure 2.1: the residual sum of squares reaches a minimal
value (for certain constellations of the data) if its contour lines hit the `1-ball in its
corner which corresponds to the first component β̂primal,1 being equal to zero. Figure
2.1 indicates that such a phenomenon does not occur with say Ridge regression,

β̂Ridge(λ ) = argmin
β

(
‖Y−Xβ‖2

2/n+λ‖β‖2
2

)
,

with its equivalent primal solution

β̂Ridge;primal(R) = argmin
β ;‖β‖2≤R

‖Y−Xβ‖2
2/n, (2.4)

with again a data-dependent one-to-one correspondence between λ and R.
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Fig. 2.1 Left: Contour lines of residual sum of squares, with β̂ being the least squares estimator,
and `1-ball corresponding to the Lasso problem in (2.3). Right: Analogous to left panel but with
`2-ball corresponding to Ridge regression in (2.4). The figure is as in Tibshirani (1996)

2.2.1.1 Estimation of the error variance

The estimator in (2.2) does not directly provide an estimate for the error variance
σ2. One can construct an estimator using the residual sum of squares and the degrees
of freedom of the Lasso (Section 2.11). Alternatively, and rigorously developed, we
can estimate β and σ2 simultaneously using a reparametrization: this is discussed
in detail in Section 9.2.2.1 from Chapter 9.

2.3 Orthonormal design

It is instructive to consider the orthonormal design where p = n and the design ma-
trix satisfies n−1XT X = Ip×p. In this case, the Lasso estimator is the soft-threshold
estimator

β̂ j(λ ) = sign(Z j)(|Z j|−λ/2)+, Z j = (XT Y) j/n ( j = 1, . . . , p = n), (2.5)

     .
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where (x)+ = max(x,0) denotes the positive part and Z j equals the ordinary least
squares estimator for β j. This follows from the general characterization in Lemma
2.1 below and we leave a direct derivation (without using Lemma 2.1) as Problem
2.1. Thus, the estimator can be written as

β̂ j(λ ) = gsoft,λ/2(Z j),

where gsoft,λ (z)= sign(z)(|z|−λ )+, is the soft-threshold function depicted in Figure
2.2. There, we also show for comparison the hard-threshold and the adaptive Lasso

Fig. 2.2 Various threshold functions g(·) for orthonormal design: soft-threshold (dashed line),
hard-threshold (dotted line), Adaptive Lasso (solid line). The estimators are of the form β̂ j = g(Z j)
with Z j as in (2.5).

estimator (see Section 2.8) for β j defined by

β̂hard, j(λ ) = ghard,λ/2(Z j), ghard,λ (z) = zl(|z| ≤ λ ),

β̂adapt, j(λ ) = gadapt,λ/2(Z j), gadapt,λ (z) = z(1−λ/|z|2)+ = sign(z)(|z|−λ/|z|)+.

2.4 Prediction

We refer to prediction whenever the goal is estimation of the regression function
E[Y |X = x] = ∑

p
j=1 β jx( j) in model (2.1). This is also the relevant quantity for pre-

dicting a new response.
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−
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2.4.1 Practical aspects about the Lasso for prediction

From a practical perspective, prediction with the Lasso is straightforward and easy.
One often uses a cross-validation (CV) scheme, e.g., 10-fold CV, to select a reason-
able tuning parameter λ minimizing the cross-validated squared error risk. In addi-
tion, we can validate the accuracy of the performance by using again some cross-
validation scheme. Regarding the latter, we should cross-validate the whole proce-
dure including the selection of the tuning parameter λ . In particular, by comparing
the cross-validated risk, we can roughly see whether the Lasso yields a performance
which is better, equal or worse than another prediction algorithm. However, when
aiming for more formal conclusions, it is not straightforward to test statistically
whether the performances of two prediction algorithms are significantly different,
see for example van de Wiel et al. (2009).

2.4.1.1 Binary classification of lymph node status using gene expressions

We consider a classification problem involving a binary response variable Y ∈
{0,1}, describing the lymph node status of a cancer patient, and we have a covariate
with p= 7129 gene expression measurements. There are n= 49 breast cancer tumor
samples. The data is taken from West et al. (2001). It is known that this is a diffi-
cult, high noise classification problem. The best methods achieve a cross-validated
misclassification error of about 20%.

Despite the binary nature of the classification problem, we can use the Lasso as in
(2.2) which yields an estimate of the conditional class probability f (x) = IP[Y =
1|X = x] = E[Y |X = x]:

f̂λ (x) = xβ̂ (λ ) =
p

∑
j=1

β̂ j(λ )x( j).

Of course, we could use the Lasso also for logistic regression as described later in
Chapter 3. In either case, having an estimate of the conditional class probability,
denoted here by f̂λ (·), we classify as follows:

Ĉλ (x) =
{

1 f̂λ (x)> 1/2,
0 f̂λ (x)≤ 1/2.

For comparison, we consider a forward variable selection method in penalized linear
logistic regression with `2-norm (Ridge-type) penalty. The optimal regularization
parameter, for Lasso and forward penalized logistic regression, is chosen by 10-
fold cross-validation. For evaluating the performance of the tuned algorithms, we
use a cross-validation scheme for estimating the test-set misclassification error. We
randomly divide the sample into 2/3 training- and 1/3 test-data and we repeat this



2.4 Prediction 13

100 times: the average test-set misclassification error is reported in Table 2.1. Note
that we run a double cross-validation: one inner level for choosing the regularization
parameter and one outer level for assessing the performance of the algorithm.

Table 2.1 illustrates that the forward selection approach yields, in this example,
much poorer performance than the Lasso. Forward selection methods tend to be

Lasso forw. penalized logist. regr.
21.1% 35.25%

Table 2.1 Misclassification test set error using cross-validation

unstable (Breiman, 1996): they are of a very greedy nature striving for maximal
improvement of the objective function (e.g. residual sum of squares) in every step.

Finally, we report that the Lasso selected on cross-validation average 13.12 out of
p = 7129 variables (genes). Thus, the fitted linear model is very sparse with respect
to the number of selected variables.

2.4.2 Some results from asymptotic theory

We now describe results which are developed and described in detail in Chapter 6.
For simplicity, we take here an asymptotic point of view instead of finite sample
results in Chapter 6. To capture high-dimensional scenarios, the asymptotics is with
respect to a triangular array of observations:

Yn;i =
pn

∑
j=1

β
0
n; jX

( j)
n;i + εn;i, i = 1, . . . ,n; n = 1,2, . . . (2.6)

Thereby, we allow that p = pn� n. The assumptions about εn;i are as in the linear
model in (2.1). A consistency result requires a sparsity assumption of the form

‖β 0‖1 = ‖β 0
n ‖1 = o

(√
n

log(p)

)
,

see Corollary 6.1 in Chapter 6. Assuming further mild regularity conditions on the
error distribution, the following holds: for a suitable range of λ = λn �

√
log(p)/n,

the Lasso is consistent for estimating the underlying regression function:

(β̂ (λ )−β
0)T

ΣX (β̂ (λ )−β
0) = oP(1) (n→ ∞), (2.7)

where ΣX equals n−1XT X in case of a fixed design. In the case of random design,
ΣX is the covariance of the covariate X , and then (2.7) holds assuming ‖β 0‖1 =
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o((n/ log(n))1/4), see Greenshtein and Ritov (2004). This condition on the growth
of ‖β 0‖1 is relaxed in Bartlett et al. (2009). Note that the left hand side in (2.7) can
be written as the average squared error loss:

‖X(β̂ −β
0)‖2

2/n for fixed design,

E[(Xnew(β̂ (λ )−β
0))2] for random design,

where E is with respect to the new test observation Xnew (a 1× p vector) and
X(β̂ (λ )−β 0) is the difference between the estimated and true regression function
f̂ (X)− f 0(X).

Under certain compatibility (or restricted eigenvalue) conditions on the design X,
for λ in a suitable range of the order

√
log(p)/n, one can show a so-called oracle

inequality for fixed design,

E[‖X(β̂ (λ )−β
0)‖2

2/n] = O
(

s0 log(p)
nφ 2

)
, (2.8)

where s0 = card(S0) = |S0| and S0 = { j; β 0
j 6= 0} is the active set of variables, and

φ 2 is the so-called compatibility constant or restricted eigenvalue which is a number
depending on the compatibility between the design and the `1-norm of the regression
coefficient. At best, it is bounded below by a positive constant. See Corollary 6.2.
An analogous result holds for random design as well. This means that, up to the
log(p)-term (and the compatibility constant φ 2), the mean-squared prediction error
is of the same order as if one knew a-priori which of the covariates are relevant and
using ordinary least squares estimation based on the true, relevant s0 variables only.
The rate in (2.8) is optimal, up to the factor log(p) and the inverse compatibility
constant 1/φ 2.

2.5 Variable screening and ‖β̂ −β 0‖q-norms

We consider now the estimation accuracy for the parameter β , a different task than
prediction. Under compatibility assumptions on the design X and on the sparsity
s0 = |S0| in a linear model, it can be shown that for λ in a suitable range of order
λ �

√
log(p)/n,

‖β̂ (λ )−β
0‖q → 0 in probability (n→ ∞), (2.9)

where q∈ {1,2} and ‖β‖q = (∑ j |β j|q)1/q. The asymptotic framework is again with
respect to the triangular array described in (2.6). The derivation of such results is
given in Chapter 6, Section 6.8.
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The result in (2.9) has fairly direct and interesting implications in terms of variable
screening. Consider the active set of variables

S0 = { j; β
0
j 6= 0. j = 1, . . . , p}

which contains all covariates with non-zero corresponding regression coefficients.
Note that in a setting as in (2.6), the active set S0 = S0;n is allowed to depend on n.
Since the Lasso estimator in (2.2) is selecting some variables, in the sense that some
of the coefficients are exactly zero, we use it as screening estimator:

Ŝ(λ ) = { j; β̂ j(λ ) 6= 0, j = 1, . . . , p}. (2.10)

It is worth pointing out that no significance testing is involved. Furthermore, the
variables with corresponding non-zero coefficients remain the same across differ-
ent solutions β̂ (λ ) of the optimization in (2.2), see Lemma 2.1. Note that different
solutions occur if the optimization is not strictly convex as in the case where p > n.

An important characterization of the solution β̂ (λ ) in (2.2) can be derived from the
Karush-Kuhn-Tucker conditions (and some additional reasoning regarding unique-
ness of zeroes).

Lemma 2.1. Denote the gradient of n−1‖Y−Xβ‖2
2 by G(β ) =−2XT (Y−Xβ )/n.

Then a necessary and sufficient condition for β̂ to be a solution of (2.2) is:

G j(β̂ ) =−sign(β̂ j)λ if β̂ j 6= 0,

|G j(β̂ )| ≤ λ if β̂ j = 0.

Moreover, if the solution of (2.2) is not unique (e.g. if p > n) and G j(β̂ ) < λ for
some solution β̂ , then β̂ j = 0 for all solutions of (2.2).

Proof. For the first statements regarding a necessary and sufficient characterization
of the solution, we invoke subdifferential calculus (Bertsekas, 1995), see also Prob-
lem 4.2 in Chapter 4. Denote the criterion function by

Qλ (β ) = ‖Y−Xβ‖2
2/n+λ‖β‖1.

For a minimizer β̂ (λ ) of Qλ (·) it is necessary and sufficient that the subdifferential
at β̂ (λ ) is zero. If the jth component β̂ j(λ ) 6= 0, this means that the ordinary first
derivative at β̂ (λ ) has to be zero:

∂Qλ (β )

∂β j
|
β=β̂ (λ ) =−2XT

j (Y−Xβ )/n+λ sign(β j)|β=β̂ (λ ) = 0,

where X j is the n×1 vector (X ( j)
1 , . . . ,X ( j)

n )T . Of course, this is equivalent to

G j(β̂ (λ )) =−2XT
j (Y−Xβ̂ (λ ))/n =−λ sign(β̂ j(λ )) if β̂ j(λ ) 6= 0.
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On the other hand, if β̂ j(λ ) = 0, the subdifferential at β̂ (λ ) has to include the zero
element (Bertsekas, 1995). That is:

if β̂ j(λ ) = 0 : G j(β̂ (λ ))+λe = 0 for some e ∈ [−1,1].

But this is equivalent to

|G j(β̂ (λ ))| ≤ λ if β̂ j(λ ) = 0.

And this is the second statement in the characterization of the solution of β̂ (λ ).

Regarding uniqueness of the zeroes among different solutions we argue as follows.
Assume that there exist two solutions β̂ (1) and β̂ (2) such that for a component j we
have β̂

(1)
j = 0 with |G j(β̂

(1))| < λ but β̂
(2)
j 6= 0. Because the set of all solutions is

convex,
β̂ρ = (1−ρ)β̂ (1) +ρβ̂

(2)

is also a minimizer for all ρ ∈ [0,1]. By assumption and for 0 < ρ < 1, β̂ρ, j 6= 0
and hence, by the first statement from the KKT conditions, |G j(β̂ρ)| = λ for all
ρ ∈ (0,1). Hence, it holds for g(ρ) = |G j(β̂ρ)| that g(0) < λ and g(ρ) = λ for
all ρ ∈ (0,1). But this is a contradiction to the fact that g(·) is continuous. Hence, a
non-active (i.e. zero) component j with |G j(β̂ )|< λ can not be active (i.e. non-zero)
in any other solution. 2

Ideally, we would like to infer the active set S0 from data. We will explain in Section
2.6 that the Lasso as used in (2.10) requires fairly strong conditions on the design
matrix X (Theorem 7.1 in Chapter 7 gives the precise statement.)

A less ambitious but still relevant goal in practice is to find at least the covariates
whose corresponding absolute values of the regression coefficients |β j| are substan-
tial. More formally, for some C > 0, define the substantial (relevant) covariates as

Srelevant(C)
0 = { j; |β 0

j | ≥C, j = 1, . . . , p}.

Using the result in (2.9), one can show (Problem 2.2) that

for any fixed 0 <C < ∞ : IP[Ŝ(λ )⊃ Srelevant(C)
0 ]→ 1 (n→ ∞). (2.11)

This result can be generalized as follows. Assume that

‖β̂n(λn)−β
0‖1 ≤ an with high probability. (2.12)

We note that under compatibility conditions on the design matrix X, with λn in the
range of order

√
log(pn)/n, it holds that an = O(s0

√
log(pn)/n) with s0 = |S0|. The

details are described in Theorem 6.1 in Chapter 6. Then,

for Cn > an : with high probability Ŝn(λn)⊃ Srelevant(Cn)
0 . (2.13)
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The proof is elementary and we leave it as Problem 2.3. (Actually, under stronger
restricted eigenvalue conditions, we have ‖β̂n(λn)−β 0‖2≤ bn =O(

√
s0 log(pn)/n)

leading to Cn > bn = O(
√

s0 log(pn)/n); see Section 6.8.) It may happen that
Srelevant(Cn)

0 = S0, that is, all non-zero coefficients are at least as large as Cn in abso-
lute value. (We call this a beta-min condition, see later.) Then, Ŝ(λn)⊃ S0 with high
probability.

We refer to the property in (2.11) or in (2.13) as variable screening: with high prob-
ability, the Lasso estimated model includes the substantial (relevant) covariates.
Variable screening with the Lasso has a great potential because of the following
fact. Every Lasso estimated model has cardinality smaller or equal to min(n, p): this
follows from the analysis of the LARS algorithm (Efron et al., 2004). If p� n,
min(n, p) = n which is a small number as compared to p and hence, we achieve a
typically large dimensionality reduction in terms of the original covariates. For ex-
ample, in the lymph node status classification problem in Section 2.4.1, we reduce
from p = 7129 to at most n = 49 covariates.

2.5.1 Tuning parameter selection for variable screening

In practice, the tuning parameter λ is usually chosen via some cross-validation
scheme aiming for prediction optimality. Such prediction optimality is often in con-
flict with variable selection where the goal is to recover the underlying set of active
variables S0: for the latter (if at all possible), we often need a larger penalty param-
eter than for good (or optimal) prediction. It is generally rather difficult to choose
a proper amount of regularization for identifying the true active set S0. In Section
2.11, the BIC criterion is described which, however, has no theoretical justification
for variable selection with the Lasso; Chapters 10 and 11 describe alternatives to
choosing the amount of regularization.

When sticking to cross-validation yielding a value λ̂CV , the Lasso often selects too
many variables. This ties in nicely with the screening property in (2.11) or (2.13).
We summarize that the Lasso screening procedure is very useful and easy to imple-
ment. The Lasso screening procedure yields an estimated set of selected variables
Ŝ(λ̂CV ) containing with high probability S0, or at least its relevant variables from
Srelevant(C)

0 , and whose cardinality is bounded by |Ŝ(λ̂CV )| ≤min(n, p).

As an alternative, we may pursue a Lasso screening procedure by including all
min(n, p) variables using a value λ sufficiently close to zero (e.g. using the LARS
algorithm until the end of the regularization path (Efron et al., 2004)) and hence,
no tuning parameter needs to be chosen. If p� n, this tuning-free dimensionality
reduction can be very worthwhile for a first stage.

The empirical fact that often Ŝ(λ̂CV ) ⊇ S0 (or replacing S0 by Srelevant(Cn)) is sup-
ported by theory. Consider the prediction optimal tuning parameter supplied by an
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oracle, for random design,

λ
∗ = λ

∗
n = argminλE

[
(Ynew−

p

∑
j=1

β̂ j(λ )X
( j)
new)

2

]
, (2.14)

where (Xnew,Ynew) is an independent copy of (Xi,Yi) (i= 1, . . . ,n). Meinshausen and
Bühlmann (2006, Prop.1) present a simple example, with random design generated
from uncorrelated variables, where

IP[Ŝ(λ ∗)⊇ S0] → 1 (p≥ n→ ∞),

limsup
n→∞

IP[Ŝ(λ ∗) = S0]< 1 (p≥ n→ ∞). (2.15)

2.5.2 Motif regression for DNA binding sites

We illustrate the Lasso on a motif regression problem (Conlon et al., 2003) for
finding the binding sites in DNA sequences of the so-called HIF1α transcription
factor. Such transcription factor binding sites, also called motifs, are short “words”
of DNA letters denoted by {A,C,G,T}, typically 6-15 base pairs long.

The data consists of a univariate response variable Y measuring the binding intensity
of the HIF1α transcription factor on coarse DNA segments which are a few thou-
sands base pairs long. This data is collected using CHIP-chip experiments. In order
to get to the exact short DNA “words” or motifs, short candidate DNA “words”
of length 6–15 base pairs are generated and their abundance scores are measured
within coarse DNA regions. This can be done using computational biology algo-
rithms based on DNA sequence data only, and we use a variant of the MDScan
algorithm (Liu et al., 2002). In our particular application, we have the following
data:

Yi measuring the binding intensity of HIF1α in coarse DNA segment i,

X ( j)
i measuring the abundance score of candidate motif j in DNA segment i,

i = 1, . . . ,n = 287; j = 1, . . . , p = 195.

A linear model fits reasonably well (see below) for relating the response to the co-
variates:

Yi = µ +
195

∑
j=1

β jX
( j)
i (i = 1, . . . ,n = 287).

The main goal in this application is variable selection to infer the relevant covariates
and hence the relevant motifs (short DNA “words”). Having scaled the covariates
to the same empirical variance, we use the Lasso with regularization parameter λ̂CV
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from 10-fold cross-validation for optimal prediction. The fitted model has an R2 ≈
50% which is rather high for this kind of application. There are |Ŝ(λ̂CV )|= 26 non-
zero coefficient estimates β̂ j(λ̂CV ) which are plotted in Figure 2.3. Based on the
methodology and theory described informally in Section 2.5 (rigorous mathematical
arguments are given in Chapters 6 and 7), there is evidence that the truly relevant
variables are a subset of the 26 selected variables shown in Figure 2.3.

Fig. 2.3 Coefficient estimates β̂ (λ̂CV ) for the motif regression data, aiming to find the HIF1α

binding sites. Sample size and dimensionality are n = 287 and p = 195, respectively, and the
cross-validation tuned Lasso selects 26 variables.

2.6 Variable selection

The problem of variable selection for a high-dimensional linear model in (2.1) is
important since in many areas of applications, the primary interest is about the rele-
vance of covariates. As there are 2p possible sub-models, computational feasibility
is crucial. Commonly used variable selection procedures are based on least squares
and a penalty which involves the number of parameters in the candidate sub-model:

β̂ (λ ) = argminβ

(
‖Y−Xβ‖2

2/n+λ‖β‖0
0

)
, (2.16)
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where the `0-penalty is ‖β‖0
0 = ∑

p
j=1 l(β j 6= 0). Many well known model selection

criteria such as the Akaike Information Criterion (AIC), the Bayesian Information
Criterion (BIC) or the Minimum Description Length (MDL) fall into this frame-
work. For example, when the error variance is known, AIC and BIC correspond to
λ = 2σ2/n and λ = log(n)σ2/n, respectively. The estimator in (2.16) is infeasible
to compute when p is of medium or large size since the `0-penalty is a non-convex
function in β . Computational infeasibility remains even when using branch-and-
bound techniques, cf. Hofmann et al. (2007) or Gatu et al. (2007). Forward selection
strategies are computationally fast but they can be very instable (Breiman, 1996), as
illustrated in Table 2.1 where forward selection produced a poor result. Other ad-hoc
methods may be used to get approximations for the `0-penalized least squares esti-
mator in (2.16). On the other hand, the requirement of computational feasibility and
statistical accuracy can be met by the Lasso defined in (2.2): it can also be viewed
as a convex relaxation of the optimization problem with the `0 analogue of a norm
in (2.16).

We will first build up the methodology and theory by using the Lasso in a single
stage. We describe later in Section 2.8 how to use the Lasso not just once but in
two (or more) stages. Consider the set of estimated variables using the Lasso as in
(2.10):

Ŝ(λ ) = { j; β̂ j(λ ) 6= 0, j = 1, . . . , p}.

In particular, we can compute all possible Lasso sub-models

Ŝ = {Ŝ(λ ); all λ} (2.17)

with O(npmin(n, p)) operation counts, see Section 2.12. As pointed out above in
Section 2.5, every sub-model in Ŝ has cardinality smaller or equal to min(n, p).
Furthermore, the number of sub-models in Ŝ is typically of the order O(min(n, p))
(Rosset and Zhu, 2007). Thus, in summary, each Lasso estimated sub-model con-
tains at most min(n, p) variables,

|Ŝ(λ )| ≤min(n, p) for every λ ,

which is a small number if p� n, and the number of different Lasso estimated
sub-models is typically

|Ŝ |= O(min(n, p)),

which represents a huge reduction compared to all 2p possible sub-models if p� n.

The question of interest is whether the true set of effective variables S0 = { j; β 0
j 6=

0, j = 1, . . . , p} is contained in Ŝ and if yes, which particular choice of λ will
identify the true underlying set of active variables S0.
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An asymptotic result described below shows, assuming rather restrictive conditions,
that with probability tending to 1, S0 ∈ Ŝ and that the Lasso is appropriate for
addressing the problem of variable selection. As in Section 2.4, to capture high-
dimensionality of the model (2.1) in an asymptotic sense, we consider the triangular
array scheme in (2.6). The main and restrictive assumption for consistent variable
selection concerns the (fixed or random) design matrix X. The condition, called
neighborhood stability or irrepresentable condition, is described with more rigor in
Section 2.6.1. Under such a neighborhood stability condition, and assuming that the
non-zero regression coefficients satisfy

inf
j∈Sc

0

|β 0
j | �

√
s0 log(p)/n, (2.18)

Meinshausen and Bühlmann (2006, Theorems 1 and 2) show the following: for a
suitable λ = λn�

√
log(pn)/n,

IP[Ŝ(λ ) = S0]→ 1 (n→ ∞). (2.19)

We note that in general, the regularization parameter λ = λn needs to be chosen
of a larger order than

√
log(p)/n to achieve consistency for variable selection and

hence, the regularization parameter λ should be chosen larger for variable selection
than for prediction, see Section 2.5.1. See also Problem 7.5.

It is worth mentioning here, that the neighborhood stability condition on the design
is sufficient and necessary (see also the next subsection) and hence, we have a sharp
result saying when the Lasso is consistent for variable selection and when not (for
sufficiency of the condition, we implicitly assume that (2.18) holds). It should rep-
resent a warning that the restrictive assumptions on the design have some relevant
implications on the statistical practice for high-dimensional model selection: with
strongly correlated design, the Lasso can perform very poorly for variable selec-
tion. In addition, the requirement in (2.18), which we call a beta-min condition, that
all non-zero coefficients are sufficiently large may be unrealistic in practice. Small
non-zero coefficients cannot be detected (in a consistent way) and their presence is
related to the phenomenon of super-efficiency: Leeb and Pötscher (2005) discuss
many aspects of model selection, covering in particular the issue of small regression
coefficients and its implications and challenges. Without a condition as in (2.18), we
can still have a variable screening result as in (2.13). More details about the beta-
min condition are given in Section 7.4. Finally, another difficulty comes with the
choice of the regularization parameter as indicated in (2.15).

More detailed mathematical formulations and statements are provided in Chapter 7.
Furthermore, we will describe in Chapter 13 the relation between Gaussian graphi-
cal modeling and variable selection in a linear model.
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2.6.1 Neighborhood stability and irrepresentable condition

There is certainly an interesting potential to use the Lasso for variable selection in
high-dimensional models, as described in (2.19). However, the so-called neighbor-
hood stability condition is crucial for consistent variable selection with the Lasso:
in fact, it is sufficient and essentially necessary for (2.19), see Theorems 1, 2 and
Proposition 3 in Meinshausen and Bühlmann (2006). The word “essentially” refers
to the fact that the necessary condition requires a quantity to be “≤ 1” while the suf-
ficient condition requires strict “< 1”, analogously to the explanation after formula
(2.20).

The neighborhood stability condition is equivalent to the so-called irrepresentable
condition (at least for the case where n > p is fixed) which has been introduced by
Zou (2006) and Zhao and Yu (2006) and which is easier to describe. We denote
by Σ̂ = n−1XT X. Without loss of generality, we assume that the active set S0 =
{ j; β 0

j 6= 0}= {1, . . . ,s0} consists of the first s0 variables. Let

Σ̂ =

(
Σ̂1,1 Σ̂1,2
Σ̂2,1 Σ̂2,2

)
,

where Σ̂1,1 is a s0× s0 matrix corresponding to the active variables, Σ̂1,2 = Σ̂ T
2,1 is

a s0 × (p− s0) matrix and Σ̂2,2 a (p− s0)× (p− s0) matrix. The irrepresentable
condition then reads:

‖Σ̂2,1Σ̂
−1
1,1 sign(β 0

1 , . . . ,β
0
s0
)‖∞ ≤ θ for some 0 < θ < 1, (2.20)

where ‖x‖∞ = max j |x( j)| and sign(β 0
1 , . . . ,β

0
p ) = (sign(β 0

1 ), . . . ,sign(β 0
p ))

T . As
with the neighborhood stability condition, the irrepresentable condition in (2.20) is
sufficient and “essentially” necessary for consistent model selection with the Lasso:
the word “essentially” refers to the fact that the necessary condition requires the
relation “≤ 1”, while the sufficient condition requires “≤ θ” for some 0 < θ < 1,
see Theorem 7.1 in Chapter 7. At first sight, the difference between “≤ 1” and “≤ θ

for some 0 < θ < 1 seems rather small: however, examples like the case with equal
positive correlation below show that this difference may be substantial. For the high-
dimensional setting and in terms of the triangular array as in (2.6), it is understood
that the right-hand side of (2.20) is bounded by θ for all n ∈ N. Furthermore, the
bound θ < 1 in general requires that the regularization parameter λ = λn needs
to be chosen of a larger order than

√
log(p)/n to achieve consistency for variable

selection.

Roughly speaking, the neighborhood stability or irrepresentable condition fails to
hold if the design matrix X is too much “ill-posed” and exhibits a too strong degree
of linear dependence within “smaller” sub-matrices of X. We now give some ex-
amples where the irrepresentable condition holds: we formulate them in terms of a
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general covariance matrix Σ . For the consequences for a sample covariance matrix,
we refer to Problem 7.6.

Equal positive correlation. Σ j, j = 1 for all j = 1, . . . , p and Σ j,k = ρ for all j 6= k
with 0 ≤ ρ ≤ θ

s0(1−θ)+θ
< 1 (0 < θ < 1). Then the irrepresentable condition holds

with the constant θ . (Note the difference to θ = 1 corresponding to the necessity
of the irrepresentable condition: then, 0 ≤ ρ ≤ 1 would be allowed). We leave the
derivation as Problem 2.4 (see also Problem 6.14).

Toeplitz structure. Σ j,k = ρ | j−k| for all j,k with |ρ| ≤ θ < 1. Then the irrepre-
sentable condition holds with the constant θ (Problem 2.4).

Bounded pairwise correlation. If

√
s0 max j/∈S0

√
∑k∈S0

Σ 2
j,k

Λ 2
min(Σ1,1)

≤ θ < 1,

where Λ 2
min(Σ1,1) is the minimal eigenvalue of Σ1,1, then the irrepresentable condi-

tion holds with the constant θ .

It is shown in Chapter 7 that the condition on bounded pairwise correlations implies
the irrepresentable condition (Corollary 7.2) and that the irrepresentable condition
implies the compatibility condition (Theorem 7.2). The latter allows to establish
oracle results for prediction and estimation as in (2.8) and (2.12), respectively and
hence, this indicates that variable selection is a harder problem than prediction or
parameter estimation.

2.7 Key properties and corresponding assumptions: a summary

We summarize here in a rough way Sections 2.4, 2.5 and 2.6 about the key properties
of the Lasso in a linear model

Y = Xβ
0 + ε

with fixed design, as in (2.1). Thereby, we do not give a precise specification of the
regularization parameter λ .

For prediction with a slow rate of convergence,

‖X(β̂ −β
0)‖2

2/n = OP(‖β 0‖1
√

log(p)/n) (2.21)

where OP(·) is with respect to p ≥ n → ∞. That is, we achieve consistency for
prediction if ‖β 0‖1�

√
n/ log(p). Oracle optimality improves the statement (2.21)

to a considerably faster convergence rate and estimation error bounds with respect
to the `1- or `2-norm:
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‖X(β̂ −β
0)‖2

2/n = OP(s0φ
−2 log(p)/n),

‖β̂ −β
0‖q = OP(s

1/q
0 φ

−2
√

log(p)/n), q ∈ {1,2}, (2.22)

where s0 equals the number of non-zero regression coefficients and φ 2 denotes a
restricted eigenvalue of the design matrix X. The rate in (2.22) is optimal up to the
log(p) factor and the restricted eigenvalue φ 2: oracle least squares estimation where
the relevant variables would be known would have rate OP(s0/n). (We note that the
result for q = 2 requires stronger conditions on the design than for q = 1). From
(2.22), when assuming the beta-min condition (see also (2.18) and Section 7.4)

min
j∈Sc

0

|β 0
j | � φ

−2
√

s0 log(p)/n, (2.23)

we obtain the variable screening property:

IP[Ŝ⊇ S0]→ 1 (p≥ n→ ∞) (2.24)

where Ŝ = { j; β̂ j 6= 0, j = 1, . . . , p} and S0 = { j; β 0
j 6= 0, j = 1, . . . , p}. A quite

different problem is variable selection for inferring the true underlying active set S0.
Consistent variable selection then means that

P[Ŝ = S0]→ 1 (p≥ n→ ∞), (2.25)

These basic facts are summarized in Table 2.2, and we note that the results can be
refined as shown in Chapters 6 and 7.

property design condition size of non-zero coeff.
slow convergence rate as in (2.21) no requirement no requirement
fast convergence rate as in (2.22) with q = 1 compatibility no requirement
variable screening as in (2.24) restricted eigenvalue beta-min condition (2.23)
variable selection as in (2.25) neighborhood stability beta-min condition (2.23)

⇔ irrepresentable cond.

Table 2.2 Properties of the Lasso and sufficient conditions to achieve them. The neighborhood
stability condition and the equivalent irrepresentable condition are discussed in Section 2.6.1. The
restricted eigenvalue assumption or the slightly weaker compatibility condition, see Section 6.2.2
in Chapter 6, are weaker than the neighborhood stability or irrepresentable condition, see Section
7.5.4 in Chapter 7.



2.8 The adaptive Lasso: a two-stage procedure 25

2.8 The adaptive Lasso: a two-stage procedure

An interesting approach to correct Lasso’s overestimation behavior, see formulae
(2.11), (2.13) and (2.15), is given by the adaptive Lasso (Zou, 2006) which replaces
the `1-penalty by a re-weighted version. For a linear model as in (2.1), it is defined
as a two-stage procedure:

β̂adapt(λ ) = argminβ

(
‖Y−Xβ‖2

2/n+λ

p

∑
j=1

|β j|
|β̂init, j|

)
, (2.26)

where β̂init is an initial estimator.

In the high-dimensional context, we propose to use the Lasso from a first stage as
the initial estimator, tuned in a prediction optimal way. Typically, we use cross-
validation to select the tuning parameter, denoted here by λ̂init,CV . Thus, the initial
estimator is β̂init = β̂ (λ̂init,CV ) from (2.2). For the second stage, we use again cross-
validation to select the parameter λ in the adaptive Lasso (2.26). Proceeding this
way, we select the regularization parameters in a sequential way: this is computa-
tionally much cheaper since we optimize twice over a single parameter instead of
simultaneous optimization over two tuning parameters. The procedure is also de-
scribed in Section 2.8.5 (when using k = 2).

The adaptive Lasso has the following obvious property:

β̂init, j = 0 ⇒ β̂adapt, j = 0. (2.27)

Furthermore, if |β̂init, j| is large, the adaptive Lasso employs a small penalty (i.e.
little shrinkage) for the jth coefficient β j which implies less bias. Thus, the adaptive
Lasso yields a sparse solution and it can be used to reduce the number of false
positives (selected variables which are not relevant) from the first stage. This is a
desirable property since the Lasso from the first stage has the screening property
that Ŝ ⊇ S0 with high probability. Further details about variable selection with the
adaptive Lasso are described below in Section 2.8.3, Section 6.10 and Chapter 7.

2.8.1 An illustration: simulated data and motif regression

We illustrate the Lasso and adaptive Lasso on some simulated data from a linear
model as in (2.1) with p = 1000 and n = 50. We choose β1 = 2, β2 = 1, β3 = 0.5
and β4 = . . .β1000 = 0, ε ∼ N (0,1) and X (1), . . . ,X (1000) i.i.d. ∼ N (0,1). This
amounts to a “medium-size” (squared) signal to noise ratio

Var( f (X))

σ2 = 5.5,
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where f (x) = xβ .

Figure 2.4 shows the coefficient estimates for the Lasso and the adaptive Lasso, with
initial estimator from the Lasso, respectively. The tuning parameters are selected as
follows. For the Lasso, we use the optimal λ from 10-fold cross-validation. This
Lasso fit is used as initial estimator and we then choose λ for the second stage in
adaptive Lasso by optimizing 10-fold cross-validation again. We empirically exploit
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Fig. 2.4 Estimated regression coefficients in the linear model with p = 1000 and n = 50. Left:
Lasso. Right: Adaptive Lasso with Lasso as initial estimator. The 3 true regression coefficients are
indicated with triangles. Both methods used with tuning parameters selected from 10-fold cross-
validation.

here the fact that Lasso is a powerful screening method: all three relevant variables
are selected, i.e., Ŝ ⊇ S0, but it also selects 41 noise covariates. The adaptive Lasso
yields a substantially sparser fit: it selects all of the 3 relevant variables and 10 noise
covariates in addition.

We briefly described in Section 2.5.2 a problem from biology about finding binding
sites of the HIF1α transcription factor. We recall that a linear model is a reason-
able approximation for relating a univariate response about binding intensities on
long DNA segments and a p-dimensional covariate measuring abundance scores of
short candidate motifs within long DNA segments. Figure 2.5 displays the estimated
regression coefficients using the Lasso with 10-fold cross-validation and using the
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adaptive Lasso with the first-stage Lasso fit as initial estimator and choosing λ in
the second adaptive stage with another 10-fold cross-validation. The adaptive Lasso
fit is substantially sparser than using the Lasso only.
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Fig. 2.5 Motif regression for HIF1α transcription factor (n= 287, p= 195), see also Section 2.5.2.
Coefficient estimates using Lasso (left) or Adaptive Lasso (right), selecting 26 or 16 variables,
respectively. Both methods used with tuning parameters selected from 10-fold cross-validation.

2.8.2 Orthonormal design

In the special case of an orthonormal design with p = n and Σ̂ = n−1XT X = I,
the adaptive Lasso has an explicit solution. We consider the case with the ordinary
least squares initial estimator β̂init, j = n−1(XT Y) j = Z j ( j = 1, . . . , p = n). Then the
adaptive Lasso equals (Problem 2.5)

β̂adapt, j = sign(Z j)(|Z j|−
λ

2|Z j|
)+, Z j = XT

j Y/n ( j = 1, . . . , p = n), (2.28)
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where (x)+ = max(x,0) denotes the positive part of x. This is again a thresholding-
type estimator β̂adapt, j = g(Z j), where the thresholding function g(·) is depicted in
Figure 2.2.

Figure 2.2 has the following interpretation. Hard-thresholding ghard,λ/2(Z j) where
ghard,λ (z) = zl(|z| ≤ λ ) yields a truncated least-squares estimator and hence, its bias
is only due to the truncation (thresholding). Soft-thresholding, corresponding to
Lasso, involves shrinkage, either to zero or to a value which is in absolute value
smaller than the least squares estimate by λ . Hence, even if the least squares esti-
mate is large in absolute value, soft-thresholding shrinks by the additive amount λ .
Finally, the adaptive Lasso “adapts” to the least squares estimate whenever the lat-
ter is large in absolute value and thus in this sense, the adaptive Lasso is less biased
than the Lasso.

There is an interesting connection to the nonnegative garrote estimator (Breiman,
1995) which is defined as

β̂nn−gar = ĉ jβ̂init, j,

ĉ = argminc(n
−1

n

∑
i=1

(Yi−
p

∑
j=1

c jβ̂init, jX
( j)
i )2

subject to c j ≥ 0 ( j = 1, . . . , p) and
p

∑
j=1

c j ≤ λ .

In the special case of an orthonormal design and using ordinary least squares as
initial estimator, the nonnegative garrote estimator is equal to the adaptive Lasso in
(2.28).

2.8.3 The adaptive Lasso: variable selection under weak conditions

For (consistent) variable selection in a linear model, the Lasso needs, as a sufficient
and essentially necessary condition, that the design matrix satisfies the neighbor-
hood stability or irrepresentable condition described in Section 2.6.1. On the other
hand, we have argued in Section 2.5 and formula (2.9) that under weaker design
conditions, the Lasso is reasonable for estimating the true underlying β 0 in terms
of the ‖.‖q-norm with q ∈ {1,2}. As an implication, the Lasso has the screening
property where Ŝ ⊇ S0 with high probability. Thereby, we assume, depending on
the Gram matrix Σ̂ = n−1XT X, that the non-zero regression coefficients are not too
small, i.e.,

min{|β j|; β j 6= 0, j = 1, . . . , p} ≥Cs0
√

log(p)/n

for some constant C > 0, see also formula (2.13) and the discussion afterwards how
to relax the lower bound to the order O(

√
s0 log(p)/n).
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With the adaptive Lasso, the hope is that the two-stage process would be suffi-
cient to correct Lasso’s overestimation behavior. This can be mathematically proved
(see Corollary 7.8 and Corollary 7.9 in Chapter 7), assuming compatibility con-
ditions on the design X which are weaker than the neighborhood stability or ir-
representable condition. When assuming sufficiently large non-zero regression co-
efficients as above (and in general, the lower bound cannot be relaxed to the
order

√
s0 log(p)/n, see Section 7.5.9), these compatibility conditions are suffi-

cient to achieve variable selection consistency in the p� n setting: denoting by
Ŝadapt,n(λ ) = Ŝadapt(λ ) = { j; β̂adapt, j(λ ) 6= 0},

IP[Ŝadapt,n(λ ) = S0]→ 1 (n→ ∞),

for λ in the range of order
√

log(p)/n. The fact that we can achieve consistent vari-
able selection with the adaptive Lasso for cases where the Lasso is inconsistent for
estimating the set S0 is related to the issue that the adaptive Lasso exhibits less bias
than the Lasso, as mentioned in Section 2.8.2. A detailed mathematical treatment
for the adaptive Lasso is given in Section 6.10 in Chapter 6 and Sections 7.8 and 7.9
in Chapter 7.

2.8.4 Computation

The optimization for the adaptive Lasso in (2.26) can be re-formulated as a Lasso
problem. We reparametrize by re-scaling the covariates as follows:

X̃ ( j) = |β̂init, j|X ( j), β̃ j =
β j

|β̂init, j|
.

Then the objective function in (2.26) becomes

‖Y− X̃β̃‖2
2/n+λ‖β̃‖1.

This is a Lasso-problem (where we omit all variables j with β̂init, j = 0). Denote

a solution by ˆ̃
β and by back-transformation, we obtain a solution for the adaptive

Lasso in (2.26):

β̂adapt = |β̂init, j| ˆ̃β j.

In particular, any algorithm for solving the Lasso can be used for computation of
the adaptive Lasso. We refer to Section 2.12 for Lasso algorithms.
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2.8.5 Multi-step adaptive Lasso

For regularization in high-dimensional problems, we may want to use more than
one or two tuning parameters. This can be achieved by pursuing more adaptive (or
weighted) Lasso iterations where every iteration involves a separate tuning param-
eter (and as described below, these parameters are “algorithmically” constrained).
The multi-step adaptive Lasso (Bühlmann and Meier, 2008) works as follows.

Multi-Step Adaptive Lasso (MSA-Lasso)

1. Initialize the weights w[0]
j ≡ 1 ( j = 1 . . . , p).

2. For k = 1,2 . . . ,M:
Use the adaptive Lasso with penalty term

λ
∗[k]

p

∑
j=1

w[k−1]
j |β j|. (2.29)

where λ ∗[k] is the regularization parameter leading to prediction optimality. De-
note the corresponding estimator by β̂ [k] = β̂ [k](λ ∗[k]). In practice, the value λ ∗[k]

can be chosen with a cross-validation scheme.
Up-date the weights

w[k]
j =

1

|β̂ [k−1](λ ∗[k−1]) j|
, j = 1, . . . , p.

For k = 1 (one-stage), we do an ordinary Lasso fit and k = 2 (two-stage) corresponds
to the adaptive Lasso.

We will illustrate below the MSA-Lasso on a small simulated model and a real data
set from molecular biology. Before doing so, we describe some properties of the
method which are straightforward to derive.

First, MSA-Lasso increases the sparsity in every step in terms of the number of se-
lected variables although there is not necessarily a strict decrease of this number.
This follows immediately from (2.27). Second, MSA-Lasso can be computed using
an algorithm for the Lasso problem in every step, see also Section 2.8.4. The com-
putational complexity of computing all Lasso solutions over the whole range of the
tuning parameter λ is of the order O(npmin(n, p)), see formula (2.37) below. Thus,
MSA-Lasso has computational complexity O(Mnpmin(n, p)) since we select the
regularization parameters λ ∗[k] (k = 1,2, . . . ,M) sequentially instead of simultane-
ously. Due to the increase of sparsity, a later step is faster to compute than an earlier
one. The computational load is in sharp contrast to computing all solutions over
the whole range of all M tuning parameters: this would require O(np(min(n, p))M)
essential operations.
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MSA-Lasso is related to approximating a non-convex optimization with a non-
convex penalty function. This will be discussed in Section 2.8.6, Section 6.11 and
Section 7.13.

2.8.5.1 Motif regression in computational biology

Reducing the number of false positives is often very desirable in biological or
biomarker discovery applications since follow-up experiments can be costly and
laborious. In fact, it can be appropriate to do conservative estimation with a low
number of selected variables since we still see more selections than what may be
validated in a laboratory.

We illustrate the MSA-Lasso method on a problem of motif regression for finding
transcription factor binding sites in DNA sequences (Conlon et al., 2003), see also
Section 2.5.2. Such transcription factor binding sites, also called motifs, are short
“words” of DNA base pairs denoted by {A,C,G,T}, typically 6-15 base pairs long.
Beer and Tavazoie (2004) contains a collection of microarray data and a collection
of motif candidates for yeast. The latter is typically extracted from computational
algorithms based on DNA sequence data only: for every of the n genes, we have
a score for each of the p candidate motifs which describes the abundance of oc-
currences of a candidate motif up-stream of every gene. This yields a n× p design
matrix X with motif scores for every gene (i.e. rows of X) and every candidate motif
(i.e. columns of X). The idea is to predict the gene expression value of a gene based
on motif scores.

The dataset which we consider consists of n = 2587 gene expression values of a
heat-shock experiment with yeast and p = 666 motif scores. We use a training set of
size 1300 and a validation set of size 650 for selecting the regularization parameters.
The remaining data is used as a test-set. We use a linear model and the MSA-Lasso
for fitting the model which is fairly high-dimensional exhibiting ntrain ≈ 2p.

The squared prediction error on the test-set, approximating E[(Ŷnew − Ynew)] =

(β̂ −β )T Σ(β̂ −β )+Var(ε) with Σ = Cov(X), remains essentially constant for all
estimators. This is probably due to high noise, i.e., large value of Var(ε). But the
number of selected variables decreases substantially as k increases:

Lasso (k = 1) 1-Step (k = 2) 2-Step (k = 3)
test set squared prediction error 0.6193 0.6230 0.6226

number of selected variables 91 42 28

The list of top-ranked candidate motifs, i.e., the selected covariates ranked according
to |β̂ j|, gets slightly rearranged between the different estimators. The hope (and in
part a verified fact) is that estimators with k = 2 or 3 stages yield more stable lists
with fewer false positives than using the Lasso corresponding to k = 1.
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2.8.6 Non-convex penalty functions

MSA-Lasso from Section 2.8.5 is related to approximating a non-convex optimiza-
tion with a non-convex penalty function:

β̂ = argmin
β

(
‖Y−Xβ‖2

2/n+
p

∑
j=1

pen(β j)

)
,

where pen(·) is a non-convex penalty function which typically involves one or sev-
eral tuning parameters.

One example is the `r-penalty for r close to 0 with the corresponding estimator

β̂`r(λ ) = argminβ (‖Y−Xβ‖2
2/n+λ‖β‖r

r), (2.30)

where ‖β‖r
r = ∑

p
j=1 |β j|r. We note that the typical value of λ is now of the order√

log(p)/n
2−r

, see Section 6.11 and Section 7.13. The penalty function is non-
convex and not differentiable at zero: we define

pen′`r
(u) = λ sign(u)|u|r−1l(u 6= 0)+∞l(u = 0).

We discuss in Chapter Sections 6.11 and 7.13 theoretical properties of the `r-
penalized least squares method with 0 < r < 1.

Another prominent example is the SCAD (Smoothly Clipped Absolute Deviation)
with the following penalty function: for a > 2,

penλ ,a(u) =


λ |u| |u| ≤ λ ,
−(u2−2aλ |u|+λ 2)/[2(a−1)] λ < |u| ≤ aλ ,
(a+1)λ 2/2 |u|> aλ ,

where u ∈R, λ ≥ 0 and the usual choice for the a-parameter is a = 3.7 (Fan and Li,
2001). The SCAD-penalized regression estimator is then

β̂SCAD(λ ) = argmin
β

(
‖Y−Xβ‖2

2/n+
p

∑
j=1

penλ ,a(β j)

)
. (2.31)

The SCAD penalty function is non-differentiable at zero and non-convex. The
derivative (without the point zero) is: for a > 2,

pen′
λ ,a(u) = sign(u)

(
λ l(|u| ≤ λ )+

(aλ −|u|)+
a−1

l(|u|> λ )

)
.

For both examples, an iterative local linear approximation for computing the estima-
tor in (2.30) or (2.31) is related to a multi-step weighted Lasso procedure as follows:
in the kth iteration,
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β̂
[k] = argmin

β

(
‖Y−Xβ‖2

2/n+
p

∑
j=1

w j|β j|

)
, w[k−1]

j = |pen′
λ ,a(β̂

[k−1]
j )|.

This is similar to (2.29), except that the tuning parameter λ is not depending on the
iteration. The difference between the `r- and the SCAD-penalty is whether the point
zero is an “absorbing state”. If β̂

[k−1]
j = 0, the weight w[k−1]

j = ∞ for the `r-penalty,

as appearing also in (2.29); for SCAD, however, w[k−1]
j = λ in contrast to an infinite

weight in (2.29) (note that the subdifferential of penλ ,a(·) at zero is in [−λ ,λ ], see
also Problem 4.2 in Chapter 4). For further details we refer the interested reader to
Zou and Li (2008).

2.9 Thresholding the Lasso

Instead of using the adaptive Lasso to obtain a sparser model fit than the initial
Lasso, see formula (2.27), we can simply threshold the coefficient estimates from
the initial Lasso estimator β̂init = β̂init(λinit):

β̂thres, j(λinit,δ ) = β̂init,jl(|β̂init,j|> δ ).

The selected variables are then given by Ŝthres = { j; β̂thres, j 6= 0}. Furthermore, for
estimation, we should refit the selected variables by ordinary least squares:

β̂thres−refit = (XT
Ŝthres

XŜthres
)−1XT

Ŝthres
Y,

where for S⊂ {1, . . . , p}, XS is the restriction of X to columns in S.

Despite that this thresholding and refitting method is rather simple, its theoretical
properties are as good or even slightly better than for the adaptive Lasso, see Sec-
tion 7.8.4 in Chapter 7. In contrast to the Lasso-OLS hybrid estimator (see Section
2.10), the method above involves an additional thresholding stage. The theory per-
spective (Section 7.8) indicates that the additional thresholding step leads to better
performance.

Regarding the selection of tuning parameters, we can proceed sequentially as for
the adaptive Lasso. Using cross-validation for optimizing prediction, first select a
regularization parameter λinit and then, for fixed λinit select the threshold parameter
δ for the refitted estimator β̂thres−refit.
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2.10 The relaxed Lasso

The relaxed Lasso (Meinshausen, 2007) is similar to the adaptive or thresholded
Lasso in the sense that it addresses the bias problems of the Lasso. The method
works as follows. In a first stage, all possible Lasso sub-models in Ŝ defined in
(2.17) are computed. Then, in a second stage, every sub-model Ŝ ∈ Ŝ is considered
and the Lasso with smaller penalty parameter is used on such sub-models. That is,
we consider the estimator

β̂Ŝ(λ ,φ) = argmin
βŜ

{
‖Y−XŜβŜ‖

2
2/n+φ ·λ‖βŜ‖1

}
(0≤ φ ≤ 1),

β̂Ŝc(λ ,φ) = 0, (2.32)

where Ŝ(λ ) is the estimated sub-model from the first stage (see (2.17)), and where
we denote by βS = {β j; j ∈ S} and XS the n×|S|matrix whose columns correspond
to S, for some subset S⊆ {1, . . . , p}. It is worth pointing out that once we have com-
puted the Lasso with parameter λ in the first stage, it is often very fast to compute
the relaxed estimator in (2.32). A special case occurs with φ = 0 which is known
as the Lasso-OLS hybrid (Efron et al., 2004), using an OLS estimator in the second
stage. The tuning parameters λ and φ can be selected by a cross-validation scheme.
However, unlike as for the adaptive Lasso, we should select them simultaneously.

The relaxed and the adaptive Lasso appear to perform similarly in practice. Both
procedures can be generalized to other penalties and models.

2.11 Degrees of freedom of the Lasso

Degrees of freedom are often used to quantify the complexity of a model fit and
we can use them for choosing the amount of regularization. So far, we have al-
ways mentioned cross-validation for selecting tuning parameters of the Lasso and
its multi-stage extensions. Another possibility is to use information criteria, such
as the Akaike Information Criterion (AIC) or the Bayesian Information Criterion
(BIC), which penalize the likelihood by the degrees of freedom of the fitted model.
For example, for a Gaussian linear model as in (2.1), the estimated model with fitted
values Ŷi (i = 1, . . . ,n) has BIC-score:

BIC = n log(σ̂2)+ log(n) ·df(Ŷ),

σ̂
2 = n−1

n

∑
i=1

(Yi− Ŷi)
2,
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where df(Ŷ) denotes here the degrees of freedom of the fitted model, see below. We
note that Ŷ is not necessarily an ordinary least squares fit, as discussed next.

Degrees of freedom can be defined in various ways, particularly when using differ-
ent estimators than maximum likelihood. Stein’s theory about unbiased risk estima-
tion leads to a rigorous definition of degrees of freedom in a Gaussian linear model
as in (2.1) with fixed design and errors εi ∼N (0,σ2). We denote by H Y = Ŷ the
hat-operator which maps the response vector Y = (Y1, . . . ,Yn)

T to its fitted values
Ŷ = (Ŷ1, . . . ,Ŷn)

T . The degrees of freedom for a possibly non-linear hat-operator
H are then defined as

df(H ) =
n

∑
i=1

Cov(Ŷi,Yi)/σ
2, (2.33)

where the values Ŷi arise from any model fitting method, see Efron (2004).

When using maximum likelihood estimation in parametric models, the degrees of
freedom equal the number of estimated parameters. Alternatively, for linear hat-
operators where Ŷ = H Y with a hat-matrix H , the degrees of freedom in (2.33)
equal

df(H ) = trace(H ) (2.34)

which is a standard formula for degrees of freedom of linear hat-operators, see
Hastie and Tibshirani (1990). The derivation of (2.34) is left as Problem 2.6.

It is unknown how to assign degrees of freedom for the Lasso, except for the low-
dimensional case where p ≤ n. First, it is a nonlinear fitting method, e.g., soft-
thresholding in the special case of an orthonormal design, and hence, formula (2.34)
cannot be used. Secondly, counting the number of parameters seems wrong. A bit
surprisingly though, it is this second view which leads to a simple formula, although
only for the low-dimensional case where p≤ n.

We can easily count the number of non-zero estimated parameters, i.e., |Ŝ|. It is plau-
sible that shrinkage estimators involve less degrees of freedom than non-shrunken
maximum likelihood estimates. On the other hand, the Lasso is estimating the sub-
model with the active set Ŝ, i.e., Ŝ is random, which adds variability and degrees of
freedom in comparison to the situation where the model would be fixed. Surpris-
ingly, the cost of search for selecting the model and the fact that shrinkage instead
of maximum likelihood estimators are used compensate each other. The following
result holds: for the Lasso with penalty parameter λ and associated hat-operator
H = H (λ ), and if rank(X) = p (i.e. not covering the high-dimensional case), the
degrees of freedom are

df(H ) = E[|Ŝ|],

see Zou et al. (2007). It is not known whether this simple formula would also hold
for the case where rank(X) < p. In words, the expected number of selected vari-
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ables from the Lasso(λ ) estimator equals the degree of freedom. A simple unbiased
estimator for the degrees of freedom of the Lasso is then:

d̂f(H ) = |Ŝ|.

Needless to say that this formula is extremely easy to use. We can now choose the
regularization parameter λ according to e.g. the BIC criterion

λ̂BIC = argminλ (n log(n−1‖Y−H (λ )Y‖2)+ log(n) · |Ŝ(λ )|). (2.35)

As we will see in Section 2.12, the regularization path of β̂ (λ ) is piecewise linear
as a function of λ . Hence, the minimizer of (2.35) can be evaluated exactly.

2.12 Path-following algorithms

Usually, we want to compute the estimator β̂ (λ ) in (2.2) for many values of λ . For
example, selecting a good λ , e.g., by using cross-validation, requires the computa-
tion over many different candidate values.

For the estimator in (2.2), it is possible to compute the whole regularized solu-
tion path over all values of λ in the following sense. The regularized solution path
{β̂ (λ ); λ ∈ R+} is piecewise linear with respect to λ . That is:

there exist λ0 = 0 < λ1 < λm−1 < λm = ∞, γ0,γ1, . . . ,γm−1 ∈ Rp such that
β̂ (λ ) = β̂ (λk)+(λ −λk)γk for λk ≤ λ < λk+1 (0≤ k ≤ m−1). (2.36)

There is a maximal value λmax = λm−1 where β̂ (λ )= 0 for all λ ≥ λmax and β̂ j(λ ) 6=
0 for λ < λmax and some j. The value λmax is characterized by

λmax = max
1≤ j≤p

|2XT
j Y|/n.

This follows from the characterization of the Lasso solutions in Lemma 2.1. Typ-
ically, every λk is a “kink point” (marking piecewise linear segments) for only a
single component of the coefficient paths β̂ (·). The number of different λk-values is
typically of the order m = O(n), see Rosset and Zhu (2007).

The fact that the estimator in (2.2) has a piecewise linear solution path as in (2.36)
has computational consequences. All what we need to compute are the values
(λk,γk) (k = 0, . . . ,m−1). Having these, we can easily reconstruct the whole regu-
larized solution path by linear interpolation. The (modified) LARS algorithm from
Efron et al. (2004) can be used for this task which bears some similarities to the
approach from Osborne et al. (2000). Its computational complexity, for computing
the whole regularization path is:
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O(npmin(n, p)) essential operation counts. (2.37)

Hence, if p� n, O(npmin(n, p)) = O(p) and we have a computational complexity
which is linear in the dimensionality p.

Figure 2.6 shows the whole regularization path for Lasso in a linear model, based on
a real data example with n= 71 samples and p= 4088 covariates which is described
in more detail in Section 9.2.6 (but here with a smaller more homogeneous sub-
sample). The coefficients β̂ j(λ ) are plotted as a function of a re-scaled λ parameter.

Fig. 2.6 Regularization path for Lasso in a linear model with n = 71 and p = 4088. x-axis:

‖β̂ (λ )‖1/max{‖β̂ (λ )‖1; λ}, and y-axis: β̂ j

√
σ̂2

j (n−1) where σ̂2
j denotes the empirical variance

of X ( j).

Although the LARS algorithm is exact for the whole piecewise linear regularization
path, other algorithms described in Section 2.12.1 can be considerably faster for
computing the Lasso over a large grid of λ -values (Friedman et al., 2007a, 2010). In
addition, for other models and penalties, there is no piecewise linear regularization
path any more and other algorithms are needed.
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2.12.1 Coordinatewise optimization and shooting algorithms

For very high-dimensional but sparse problems, coordinate descent algorithms are
often much faster than exact path-following methods such as the LARS-algorithm
(Efron et al., 2004). This happens because coordinatewise up-dates are often very
fast, e.g., explicit as in (2.38) in case of squared error loss, and they also exploit
sparsity when using an active set modification as outlined in Section 2.12.1.1. In ad-
dition, when using other loss functions than squared error or when having a group-
structure in the penalty function, exact path-following algorithms are not available
and other optimization algorithms are needed. These two facts are the main moti-
vation to focus on coordinatewise methods. We refer to Efron et al. (2004) for a
description of the LARS algorithm for solving the Lasso optimization in (2.2).

Despite the fact that the regularized solution path for β̂ (λ ) in (2.2) is piecewise
linear, see (2.36), it is often sufficient (or even better) for practical purposes to com-
pute β̂ (λ ) on a grid of values Λ = {0≤ λgrid,1 < λgrid,2 < λgrid,g}. In particular, the
value λk in (2.36) are data-dependent and hence, they change for say every cross-
validation run. Therefore, when determining the best regularization parameter λ

with cross-validation, we have to use fixed (data-independent) candidate values for
λ anyway (or work with a fixed parameter on another scale).

We recommend to choose the grid to be equi-distant on the log-scale as follows.
Choose

λgrid,g = λmax = max
1≤ j≤p

|2XT
j Y|/n,

λgrid,k−1 = λgrid,k exp(−C),

where C > 0 is a constant. Typically, we would choose C as a function of λgrid,1: for
the latter, we recommend

λgrid,1 ≈ n−1,

and hence

C =
log(λmax)− log(λgrid,1)

g−1
.

The general idea is to compute a solution β̂ (λgrid,g) and use it as a starting value for
the computation of β̂ (λgrid,g−1) and so on: the value β̂ (λgrid,k) is used as a warm-
start for the computation of β̂ (λgrid,k−1). Hence, we will focus in the sequel on the
computation for a single regularization parameter λ .

The simplest algorithm which exploits the characterization from Lemma 2.1 pursues
coordinate descent minimization. Denote by

Qλ (β ) = ‖Y−Xβ‖2
2/n+λ‖β‖1
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the criterion function in (2.2). Furthermore, let

G j(β ) =−2XT
j (Y−Xβ )/n ( j = 1, . . . , p)

be the gradient of ‖Y−Xβ‖2
2/n. Consider the following algorithm.

Algorithm 1 Coordinate descent minimization
1: Let β [0] ∈ Rp be an initial parameter vector. Set m = 0.
2: repeat
3: Increase m by one: m← m+1.

Denote by S [m] the index cycling through the coordinates {1, . . . , p}:
S [m] = S [m−1] +1 mod p. Abbreviate by j = S [m] the value of S [m].

4: if |G j(β
[m−1]
− j )| ≤ λ : set β

[m]
j = 0,

otherwise: β
[m]
j = argmin

β j

Qλ (β
[m−1]
+ j ),

where β
[m−1]
− j is the parameter vector where the jth component is set to zero and β

[m−1]
+ j is

the parameter vector which equals β [m−1] except for the jth component where it is equal to
β j (i.e. the argument we minimize over).

5: until numerical convergence

Due to the nature of the squared error loss, the up-date in Step 4 in Algorithm 1 is
explicit (Problem 2.7): for j = S [m],

β
[m]
j =

sign(Z j)(|Z j|−λ/2)+
Σ̂ j, j

,

Z j = XT
j (Y−Xβ

[m−1]
− j )/n, Σ̂ = n−1XT X, (2.38)

where β
[m−1]
− j denotes the parameter vector whose jth component is set to zero.

Thus, we are doing componentwise soft-thresholding. For more details about such
an algorithm and variations for other Lasso-related problems, we refer to Friedman
et al. (2007a). Fu’s shooting algorithm for the Lasso (Fu, 1998) is a special case of
a coordinate descent approach.

Numerical convergence of the coordinate descent minimization algorithm can be
established as follows. First, coordinatewise minima are attained since Qλ (β ) =
‖Y−Xβ‖2

2/n+λ‖β‖1→ ∞ if ‖β‖1→ ∞. Second, we now argue that Step 4 min-
imizes the convex function h(β j) = Qλ (β

[m−1]
+ j ) with respect to β j, where β

[m−1]
+ j

denotes the parameter vector which equals β [m−1] except for the jth component
where it is equal to β j; note that h(β j) serves only as a notational abbreviation
where all other parameters β

[m−1]
k (k 6= j) are fixed. Since h(·) is not differentiable

everywhere, we invoke subdifferential calculus (Bertsekas, 1995). The subdiffer-
ential of h(·) is the set ∂h(β j) = {G j(β

[m−1]
+ j )+λe,e ∈ E(β j)}, E(β j) = {e ∈ R :
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sign(β j) if β j 6= 0 and ‖e‖ ≤ 1 if β j = 0}. The parameter β j minimizes h(β j) if and
only if 0 ∈ ∂h(β j) which is equivalent to the formulation in Step 4.

Thirdly, cycling through the coordinates S [m] = 1, . . . , p,1, . . . (m = 1,2, . . .), i.e., a
Gauss-Seidel algorithm, can be shown to converge to a stationary point. Numerical
convergence of such a Gauss-Seidel algorithm seems plausible, but exact mathe-
matical arguments are more involved crucially exploiting that the penalty function
λ‖β‖1 is a separable function of β .1 We refer for details to the theory in Tseng
(2001). In particular, conditions (A1), (B1) - (B3) and (C2) from Tseng (2001) hold
and furthermore, by Lemma 3.1 and Proposition 5.1 in Tseng (2001), every cluster
point of the sequence {β̂ [m]}m≥0 is a stationary point of the convex function Qλ (·)
and hence a minimum point.

Taking the three steps together, we summarize the result as follows.

Proposition 2.1. Denote by β̂ [m] the parameter vector from Algorithm 1 after m iter-
ations. Then every cluster point of the sequence {β̂ [m];m = 0,1,2, . . .} is a minimum
point of Qλ (·).

We note that the iterates β [m] can be shown to stay in a compact set (because of the
penalty term) and thus, the existence of a cluster point is guaranteed. Proposition
2.1 also follows from the more general result in Proposition 4.1 in Chapter 4.

The coordinatewise optimization above can easily incorporate the more general case
where some parameters are unpenalized, i.e.,

β̂ = argmin
β

Qλ (β ),

Qλ (β ) = ‖Y−Xβ‖2
2/n+λ

p

∑
j=r+1

|β j|,

and thus, β1, . . . ,βr are unpenalized. The up-dating step in the optimization algo-
rithm then looks as follows:

if j ∈ {1, . . . ,r} : β
[m]
j = argmin

β j

Qλ (β
[m−1]
+ j ),

if j ∈ {r+1, . . . , p} :

if |G j(β
[m−1]
− j )| ≤ λ : set β

[m]
j = 0,

otherwise: β
[m]
j = argmin

β j

Qλ (β
[m−1]
+ j ).

1 A function f (β ) is called separable (into convex functions) if f (β ) = ∑
p
j=1 f j(β j) for some

convex functions f j(·).
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2.12.1.1 Active set strategy

An active set strategy can greatly improve computational efficiency for sparse, high-
dimensional problems where only few among very many variables are active.

When cycling through the coordinates, we focus on the current active set and visit
only “rarely” the remaining variables (e.g. every 10th iteration) to update the active
set.

2.13 Elastic net: an extension

A double penalization using a combination of the `1- and `2-penalties has been
proposed by Zou and Hastie (2005):

β̂naiveEN(λ1,λ2) = argmin
β

(
‖Y−Xβ‖2

2/n+λ1‖β‖1 +λ2‖β‖2
2
)
, (2.39)

where λ1,λ2 ≥ 0 are two regularization parameters and ‖β‖2
2 = ∑

p
j=1 β 2

j . Zou and
Hastie (2005) called the estimator in (2.39) the “naive elastic net”. A correction
leading to the elastic net estimator is then:

β̂EN(λ1,λ2) = (1+λ2)β̂naiveEN(λ1,λ2). (2.40)

The correction factor (1+λ2) in (2.40) is best motivated from the orthonormal de-
sign where n−1XT X = I. Then, see Problem 2.8,

β̂naiveEN, j(λ1,λ2) =
sign(Z j)(|Z j|−λ/2)+

1+λ2
,

Z j = XT
j Y/n ( j = 1, . . . , p = n), (2.41)

where (x)+ = max(x,0). This should be compared to the Lasso in formula (2.5).
We see that the naive elastic net estimator has very bad bias behavior if Z j = β̂OLS, j
is large. The correction factor then leads to the fact that the elastic net estimator in
(2.40) equals the Lasso for the case of orthonormal design.

The reason for adding an additional squared `2-norm penalty is motivated by Zou
and Hastie (2005) as follows. For strongly correlated covariates, the Lasso may
select one but typically not both of them (and the non-selected variable can then
be approximated as a linear function of the selected one). From the point of view
of sparsity, this is what we would like to do. However, in terms of interpretation,
we may want to have two even strongly correlated variables among the selected
variables: this is motivated by the idea that we do not want to miss a “true” variable
due to selection of a “non-true” which is highly correlated with the true one. For
more details, we refer the reader to Zou and Hastie (2005). From the prediction
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point of view, there can be gains as well by using the elastic net in comparison to
the Lasso (Bunea, 2008; Hebiri and van de Geer, 2010).

Computation of the elastic net estimator can be done by using an algorithm for the
Lasso, see Problem 2.9.

Problems

2.1. Threshold estimator
(a) Show that in the orthonormal case, the Lasso equals the soft-threshold estimator
which is depicted in Figure 2.2.
(b) Show that the `0-penalized estimator in (2.16) equals the hard-threshold estima-
tor which is depicted in Figure 2.2.

2.2. Variable screening
Assume that (2.9) holds. For fixed 0 <C < ∞, prove formula (2.11).

2.3. Variable screening (Similar to Problem 2.2).
Assume that (2.12) holds. Prove formula (2.13).

2.4. Irrepresentable condition
(a) Consider the case of equicorrelation for Σ : Σ j, j = 1 for all j = 1, . . . , p and
Σ j,k = ρ for all j 6= k with 0 ≤ ρ ≤ θ

s0(1−θ)+θ
< 1 (0 < θ < 1). Show that the

irrepresentable condition (2.20) holds with constant θ .
Hint: the inverse is given by

Σ
−1 =

1
1−ρ

(Ip×p−
ρ

1+(p−1)ρ
ττ

T ), τ = τp×1 = (1,1, . . . ,1).

See also Problem 6.14 and Problem 10.4.
(b) Consider equicorrelation for Σ as in (a) but now with potentially negative values:
the range −1/(p−1)<C1 ≤ ρ ≤C2 < 1 is the set where Σ is strictly positive defi-
nite. Consider now the restricted range −θ/(2s0−1)≤ ρ ≤ θ

s0(1−θ)+θ
(0 < θ < 1).

Show that the irrepresentable condition (2.20) holds with constant θ .
Hint: use again the formula for the inverse in (a).
(c) Consider the case of Toeplitz structure for Σ : Σ j, j = 1 for all j = 1, . . . , p and
Σ j,k = ρ | j−k| for all j 6= k with 0 ≤ |ρ| ≤ θ < 1. Show that the irrepresentable
condition (2.20) holds with constant θ . Use the fact that Σ−1 is a banded matrix
with a diagonal with equal entries and two side-diagonals with equal entries, i.e.,
Σ
−1
j, j = a (1≤ j≤ p), Σ

−1
j,k = b for k= j+1 (1≤ j≤ p−1) and k= j−1 (2≤ j≤ p),

and Σ
−1
j,k = 0 for k≥ j+2 (1≤ j≤ p−2) and k≤ j−2 (3≤ j≤ p), and exploiting

the identity ΣΣ−1 = I.
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2.5. Adaptive Lasso
(a) For the orthonormal case, derive the threshold function for the adaptive Lasso
with ordinary least squares initial estimator. This threshold function is depicted in
Figure 2.2.
Hint: Consider every component and the parameter λ j = λ/|Z j|.
(b) For the orthonormal case, show that the nonnegative garrote estimator with or-
dinary least squares initial estimate equals the adaptive Lasso.

2.6. Degrees of freedom for linear hat-operators
Prove that formula (2.34) holds for linear hat-operators Ŷ=H Y where H is linear
(i.e. H is a n×n matrix).

2.7. Coordinate descent algorithm
Prove formula (2.38).

2.8. Prove the threshold formula (2.41) for the elastic net in the orthonormal case.

2.9. Show that the elastic net estimator for fixed λ2 can be computed by using a
Lasso algorithm.
Hint: Consider the definition in (2.39) and make an appropriate enlargement of the
design matrix using the (additional) matrix

√
nλ2Ip×p.



Chapter 3

Generalized linear models and the Lasso

Abstract Generalized linear models build a unified framework containing many ex-
tensions of a linear model. Important examples include logistic regression for binary
responses, Poisson regression for count data or log-linear models for contingency ta-
bles. Penalizing the negative log-likelihood with the `1-norm, still called the Lasso,
is in many examples conceptually similar to the case with squared error loss in lin-
ear regression due to the convexity of the negative log-likelihood. This implies that
the statistical properties as well as the computational complexity of algorithms are
attractive. A noticeable difference, however, occurs with log-linear models for large
contingency tables where the computation is in general much more demanding. We
present in this chapter the models and estimators while computational algorithms
and theory are described in more details in Chapters 4 and 6, respectively.

3.1 Organization of the chapter

This is a short chapter. After an introduction with the description of the Lasso and
the adaptive Lasso for generalized linear models, we describe the loss functions
for binary responses and logistic regression in Section 3.3.1, for Poisson regression
in Section 3.3.2 and for multi-category responses with multinomial distributions
in Section 3.3.3. We develop in Section 3.3.3.1 a few more details for the rather
different case of contingency tables.

3.2 Introduction and preliminaries

Generalized linear models (GLMs) (McCullagh and Nelder, 1989) are very useful
to treat many extensions of a linear model in a unified way. We consider a model
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with univariate response Y and p-dimensional covariates X ∈X ⊆ Rp:

Y1, . . . ,Yn independent

g(E[Yi|Xi = x]) = µ +
p

∑
j=1

β jx( j), (3.1)

where g(·) is a real-valued, known link function, µ denotes the intercept term and
the covariates Xi are either fixed or random. We use the notation

f (x) = fµ,β (x) = µ +
p

∑
j=1

β jx( j)

to denote the linear predictor. An implicit assumption of the model in (3.1) is that the
(conditional) distribution of Yi (given Xi) is depending on Xi only through the func-
tion g(E[Yi|Xi]) = fµ,β (Xi) = µ +∑

p
j=1 β jX

( j)
i . That is, the (conditional) probability

or density of Y |X = x is of the form

p(y|x) = pµ,β (y|x). (3.2)

Obviously, a linear model is a special case of a generalized linear model with the
identity link function g(x) = x. Other well-known examples are described below.

3.2.1 The Lasso estimator: penalizing the negative log-likelihood

For generalized linear models, the Lasso estimator is defined by penalizing the neg-
ative log-likelihood with the `1-norm.

The negative log-likelihood equals

−
n

∑
i=1

log(pµ,β (Yi|Xi)),

where pµ,β (y|x) is as in (3.2). This expression can be re-written (and scaled by the
factor n−1) as an empirical risk with a loss function ρ(., .):

n−1
n

∑
i=1

ρµ,β (Xi,Yi),

ρµ,β (x,y) =− log(pµ,β (y|x)).

For many examples and models, the loss function ρµ,β (x,y) is convex in µ,β for all
values x,y. In particular, if the (conditional) distribution of Y |X = x is from a sub-
class of the exponential family model (see McCullagh and Nelder (1989, Section
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2.2)), we obtain convexity of ρµ,β (x,y) = ρh(µ,β )(x,y) which depends on µ,β only
through some linear function h(µ,β ). Rather than striving for the most general set-
up, we will present important examples below.

The `1-norm penalized Lasso estimator is then defined as:

µ̂(λ ), β̂ (λ ) = argmin
µ,β

(
n−1

n

∑
i=1

ρµ,β (Xi,Yi)+λ‖β‖1

)
.

Usually, we do not penalize the intercept term. Sometimes, we absorb µ (and µ̂)
in the notation with β (and β̂ ) where the intercept is then denoted by β0 (and β̂0)
and left unpenalized. Computation algorithms for solving the above optimization
problem are described in Sections 4.7.1 and 4.7.2 in Chapter 4, noting that `1-norm
penalization is a special case of the Group `1-penalty (described there).

The two-stage adaptive Lasso, introduced in Section 2.8 can also be used for this
more general framework:

(µ̂(λ ), β̂ (λ ))adapt = argmin
µ,β

(
n−1

n

∑
i=1

ρµ,β (Xi,Yi)+λ

p

∑
j=1

|β j|
|β̂init, j|

)
,

where β̂init is an initial estimator, for example from the Lasso above.

The properties of the Lasso in generalized linear models are very similar to the linear
model case. We have again high-dimensional consistency, oracle inequalities (and
hence optimality) and variable screening (and selection) properties. The theory can
be derived in a similar fashion as for the Lasso in linear models, see Sections 6.3 -
6.8 in Chapter 6.

3.3 Important examples of generalized linear models

We discuss here a few prominent examples of generalized linear models which are
often used in practice.

3.3.1 Binary response variable and logistic regression

Consider the case of logistic regression where Yi|Xi = x ∼ Bernoulli(π(x)), i.e.,
Binomial(1,π(x)), with

log
(

π(x)
1−π(x)

)
= µ +

p

∑
j=1

β jx( j) = fµ,β (x).
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This is a GLM with link function g(π) = log( π

1−π
), where π ∈ (0,1).

The negative log-likelihood equals

−
n

∑
i=1

log(pµ,β (Yi|Xi)) =
n

∑
i=1

{
−Yi fµ,β (Xi)+ log(1+ exp( fµ,β (Xi)))

}
, (3.3)

see Problem 3.1, and the corresponding loss function is

ρµ,β (x,y) =−y(µ +
p

∑
j=1

β jx( j))+ log(1+ exp(µ +
p

∑
j=1

β jx( j))).

In terms of the linear predictor f (x), this loss function is of the form

ρ(x,y) = hy( f (x)) =−y f + log(1+ exp( f )),

where we abbreviate f (x) = f on the right hand side. This is a convex function in f
since the first term is linear, the second term has positive second derivative and the
sum of convex functions is convex. Furthermore, f = fµ,β (x) = µ +∑

p
j=1 β jx( j) is

linear and hence

ρµ,β (x,y) = hy( fµ,β (x))

is convex in µ,β as a composition of a convex function hy(·) (convex for all y) and
a linear function.

For describing the margin-type interpretation, cf. Hastie et al. (2001) or Schölkopf
and Smola (2002), we can rewrite the loss function as

ρ( f ,y) = log(1+ exp(−(2y−1) f )) = log(1+ exp(−ỹ f )),

ỹ = 2y−1 ∈ {−1,1}, (3.4)

see Problem 3.2. This formulation shows that the loss function is a function of the
single argument ỹ f , the so-called margin in binary classification. By scaling, the
equivalent loss function is often used:

ρ( f ,y) = log2(1+ exp(−ỹ f )), (3.5)

which equals one at the value zero and hence, it becomes an upper bound of the
misclassification error, see Figure 3.1. Regarding the latter, note that the natural
classifier is

C (x) =
{

1 if f (x)> 0,
0 if f (x)≤ 0

since f (x) > 0 is equivalent to π(x) > 0.5. Hence the misclassification loss (where
both misclassification errors are assigned a loss being equal to one) is given by
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ρmisclass( f ,y) = l(ỹ f < 0), ỹ = 2y−1,

where l(·) denotes the indicator function.

Fig. 3.1 Misclassification loss (solid line) and logistic loss in (3.5) (dashed line) as a function of
the margin ỹ f = (2y−1) f .

3.3.2 Poisson regression

For a response variable Y taking values in 0,1,2, . . ., i.e., count data, we consider
Poisson regression where the (conditional) distribution Yi|Xi = x ∼ Poisson(λ (x)).
Using the link function

log(λ (x)) = µ +
p

∑
j=1

β jx( j) = fµ,β (x)

we have a GLM as in (3.1).

The negative log-likelihood equals

−
n

∑
i=1

log(pµ,β (Yi|Xi)) =
n

∑
i=1
{−Yi fµ,β (Xi)+ exp( fµ,β (Xi))},
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and the corresponding loss function is

ρµ,β (x,y) =−y(µ +
p

∑
j=1

β jx( j))+ exp(µ +
p

∑
j=1

β jx( j)).

The first term is linear and hence convex in µ,β , the second term is a composition
of a convex and a linear function and hence convex in µ,β , and since the sum of
convex functions is convex, the loss function is convex in µ,β .

3.3.3 Multi-category response variable and multinomial
distribution

The multinomial distribution is an example with a vector-valued link function. Con-
sider a categorical response Y ∈ {0,1, . . . ,k− 1} with labels 0,1, . . . ,k− 1, as ap-
pearing in multi-category classification problems. We assume that the (conditional)
distribution of Y |X = x ∼Multinom(π(x)), where π(x) = π0(x), . . . ,πk−1(x) with
∑

k−1
r=0 πr(x) = 1 for all x. A link function

g : (0,1)k→ Rk, π = (π0, . . . ,πk−1) 7→ f = ( f0, . . . , fk−1)

is easier to describe by its inverse

g−1
r ( f ) = πr =

exp( fr)

∑
k−1
s=0 exp( fs)

, r = 0, . . . ,k−1.

This automatically ensures that ∑
k−1
r=0 πr = 1. Thus,

log(πr) = fr− log(
k−1

∑
s=0

exp( fs)).

The linear predictors are parametrized as

fr(x) = µr +
p

∑
j=1

βr; jx( j), r = 0, . . . ,k−1.

Note that this is over-parametrized: it would suffice to determine say f1, . . . , fk−1
(without f0), but the constraint ∑

k−1
r=0 πr(x) = 1 for all x is automatically enforced

with such an over-parametrized formulation.

The negative log-likelihood is

−
n

∑
i=1

k−1

∑
r=0

log(πr(Xi))l(Yi = r) =
n

∑
i=1

log(
k−1

∑
s=0

exp( fs(Xi)))−
k−1

∑
r=0

l(Yi = r) fr(Xi),
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fr(Xi) = µr +
p

∑
j=1

βr; jX
( j)
i .

The corresponding loss function is

ρµ,β (x,y) = log(
k−1

∑
s=0

exp(µs +
p

∑
j=1

βs; jx( j)))−
k−1

∑
r=0

l(y = r)(µr +
p

∑
j=1

βr; jx( j)).

This is again a convex function in {µr, βr; j; r = 0, . . . ,k− 1, j = 1, . . . , p}. The
reasoning is as follows. The second term includes linear functions only and hence
convexity follows since the sum of convex functions is convex. The first term is of
the form

log(
k−1

∑
s=0

exp(µs +
p

∑
j=1

βs; jx( j))) = log(∑
s

exp( fs(µs,βs))), fs = µs +
p

∑
j=1

βs; jx( j).

The so-called “log-sum-exp” function, see Section 3.1.5 in Boyd and Vandenberghe
(2004),

log(∑
s

exp( fs)) (3.6)

is convex in f0, . . . , fk−1, see Problem 3.3. Hence, the composition of linear func-
tions fs(µs,βs) (s = 0, . . . ,k− 1) with the convexity of the “log-sum-exp” func-
tion (see Problem 3.3) implies that the first term is convex in the parameters
{µr, βr; j; r = 0, . . . ,k− 1, j = 1, . . . , p} as well, and hence we have convexity of
the loss function (since sums of convex functions are convex).

3.3.3.1 Contingency tables

The multinomial distribution also arises when modeling contingency tables. Con-
sider q categorical factor variables Z(1), . . . ,Z(q) where each factor Z( j) ∈I ( j), I ( j)

denoting a categorical space of d( j) levels (labels). Thus, the q factors take values in
the categorical space

I = I (1)× . . .×I (q),

and we can enumerate I = {r; r = 0,1, . . . ,k−1} where k = ∑
q
j=1 |I ( j)|. We then

denote by

Y = (Z(1), . . . ,Z(q)) ∈I .

The observations in a contingency table are Y1, . . . ,Yn i.i.d. with Yi ∈ I and Yi ∼
Multinom(π) with k = |I |-dimensional π satisfying ∑

k−1
r=0 πr = 1. Very often, a
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log-linear model is used:

log(π) = µ +Xβ ,

with k× p (k = |I |) design matrix X which encodes the full saturated model (with
p = k) or some sub-model including only interaction terms up to a certain order
(with p < k). Typically, an intercept term µ is used to ensure that ∑

k−1
r=0 πr = 1. This

can be enforced in the same way as for multinomial regression described above. We
use

πr =
exp(µ +(Xβ )r)

∑s∈I exp(µ +(Xβ )s)
, r ∈I (3.7)

which implies

log(πr) = µ +(Xβ )r− log( ∑
s∈I

exp(µ +(Xβ )s)), r ∈I .

With the parametrization in (3.7), the negative log-likelihood equals

−
n

∑
i=1

log(pµ,β (Yi)) =−
n

∑
i=1

∑
r∈I

l(Yi = r){µ +(Xβ )r− log( ∑
s∈I

exp(µ +(Xβ )s))},

(3.8)

see Problem 3.4, and the corresponding loss function, involving y only, is

ρµ,β (y) = log( ∑
s∈I

exp(µ +(Xβ )s))− ∑
r∈I

l(y = r)(µ +(Xβ )r).

The loss function is convex in µ,β by the same argument as for the corresponding
loss for multinomial regression.

The Lasso estimator is then

µ̂, β̂ = argmin
µ,β

(
n−1

n

∑
i=1

ρµ,β (Yi)+λ‖β‖1

)
.

This Lasso estimator has the interesting property that it can be used for problems
where many cells have zero counts, i.e., ∑

n
i=1 l(Yi = r) = 0 for many r ∈I , which

arises when having a moderate number q of factors implying that k = |I | is very
large. This is in sharp contrast to the unpenalized maximum likelihood estimator, see
Problem 3.5. From a conceptual point of view, one would often aim for an estimator
where whole main or interactions terms (with respect to the structure of the factors
Z(1), . . . ,Z(q)) are zero or not: this can be naturally achieved with the group Lasso
described in Chapter 4, see Dahinden et al. (2007).

A major drawback of the Lasso estimator as defined above (also without penalty;
and also of the Group Lasso) is its computational cost. Even when restricting the
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model to lower-order interactions (with p < k), the row-dimension of X remains to
be k = |I | and the computation of the estimator is at least linear in k. Thus, this
naive Lasso strategy can only work for say k up to say 106. For example, if ev-
ery factor has 2 levels only, this would require approximately 2q ≤ 106 and hence
q ≤ log2(106) ≈ 20: that is, we cannot handle more than 20 factors with such an
approach. For special cases with binary factor variables, fast componentwise `1-
penalization is possible (Ravikumar et al., 2009b). Alternatively, decomposition ap-
proaches based on graphical models can be used (Dahinden et al., 2010).

Problems

3.1. Derive the negative log-likelihood in (3.3) for the binary response case with the
logistic link function.

3.2. Derive formula (3.4), i.e., the margin point of view of logistic regression.

3.3. Prove that the log-sum-exp function in (3.6) is a convex function in its k argu-
ments f0, . . . , fk−1. Hint: Prove this by directly verifying the definition of a convex
function

f (ax+(1−a)y)≤ a f (x)+(1−a) f (y)

for all x,y, 0≤ a≤ 1.

3.4. Derive the negative log-likelihood in (3.8) for contingency tables.

3.5. Consider a contingency table as in Section 3.3.3.1.
(a) Assume that all cell counts are non-zero, i.e., ∑

n
i=1 l(Yi = r) 6= 0 for all r ∈ I .

Derive the maximum likelihood estimator for πr (r = 0, . . . ,k−1).
(b) Construct an example of a contingency table where the maximum likelihood
estimator does not exist.
Hint: use an example with zero cell counts.



Chapter 4

The group Lasso

Abstract In many applications, the high-dimensional parameter vector carries a
structure. Among the simplest is a group structure where the parameter is partitioned
into disjoint pieces. This occurs when dealing with factor variables or in connection
with basis expansions in high-dimensional additive models as discussed in Chapters
5 and 8. The goal is high-dimensional estimation in linear or generalized linear mod-
els being sparse with respect to whole groups. The group Lasso, proposed by Yuan
and Lin (2006) achieves such group sparsity. We discuss in this chapter method-
ological aspects, and we develop the details for efficient computational algorithms
which are more subtle than for non-group problems.

4.1 Organization of the chapter

We present in this chapter the group Lasso penalty and its use for linear and gen-
eralized linear models. The exposition is primarily from a methodological point
of view but some theoretical results are loosely described to support methodology
and practice. After an introduction in Section 4.2 with the definition of the group
Lasso penalty, we present in Section 4.3 the important case with factor variables
including a specific example. In Section 4.4 we sketch the statistical properties of
the group Lasso estimator while a mathematically rigorous treatment is presented
later in Chapter 8. In Section 4.5 we discuss a slight generalization of the group
Lasso penalty which is more flexible and we explain more about parametrizations
and their invariances. In Section 4.7 we give a detailed treatment of computational
algorithms for the Group Lasso. Thereby, the case with squared error loss is sub-
stantially simpler than for non-squared error losses as arising in generalized linear
models.
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4.2 Introduction and preliminaries

In some applications, a high-dimensional parameter vector β in a regression model
is structured into groups G1, . . . ,Gq which build a partition of the index set {1, . . . , p}.
That is, ∪q

j=1G j = {1, . . . , p} and G j ∩Gk = /0 ( j 6= k). The parameter vector β then
carries the structure

β = (βG1 , . . . ,βGq), βG j = {βr; r ∈ G j}. (4.1)

An important class of examples where some group structure occurs is in connec-
tion with factor variables. For example, consider a real-valued response variable Y
and p categorical covariates X (1), . . . ,X (p) where each X ( j) ∈ {0,1,2,3} has 4 lev-
els encoded with the labels 0,1,2,3. Then, for encoding a main effect describing
the deviation from the overall mean, we need 3 parameters, encoding a first-order
interaction requires 9 parameters and so on. Having chosen such a parametrization,
e.g., with sum contrasts, the group structure is as follows. The main effect of X (1)

corresponds to βG1 with |G1| = 3; and likewise, the main effect of all other factors
X ( j) corresponds to βG j with |G j|= 3 for all j = 1, . . . , p. Furthermore, a first-order
interaction of X (1) and X (2) corresponds to βGp+1 with |Gp+1|= 9, and so on. More
details are described in Section 4.3.

Another example is a nonparametric additive regression model where the groups G j

correspond to basis expansions for the jth additive function of the jth covariate X ( j).
A detailed treatment is given in Chapter 5.

4.2.1 The group Lasso penalty

When estimating models with a group structure for the parameter vector, we often
want to encourage sparsity on the group-level. Either all entries of β̂G j should be
zero or all of them non-zero. This can be achieved with the group Lasso penalty

λ

q

∑
j=1

m j‖βG j‖2, (4.2)

where ‖βG j‖2 denotes the standard Euclidean norm. The multiplier m j serves for
balancing cases where the groups are of very different sizes. Typically we would
choose

m j =
√

Tj,

where Tj denotes the cardinality |G j|.
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The group Lasso estimator in a linear or generalized linear model as in (2.1) or (3.1)
respectively is then defined as

β̂ (λ ) = argmin
β

Qλ (β ),

Qλ (β ) = n−1
n

∑
i=1

ρβ (Xi,Yi)+λ

q

∑
j=1

m j‖βG j‖2, (4.3)

where ρβ (x,y) is a loss function which is convex in β . Examples are ρβ (x,y) =
|y− xβ |2 or one of the loss functions described in Chapter 3 where ρβ (x,y) =
− logβ (p(y|x)) with p(·|x) denoting the density of Y given X = x. We discuss in
Section 4.5.1 a different penalty which is invariant under reparametrization whereas
in (4.3), we only have invariance with respect to orthonormal reparametrizations
within each group G j. As in Chapter 3, we often include an unpenalized intercept
term: the estimator is then

µ̂(λ ), β̂ (λ ) = argmin
µ,β

Qλ (µ,β ),

Qλ (µ,β ) = n−1
n

∑
i=1

ρµ,β (Xi,Yi)+λ

q

∑
j=1

m j‖βG j‖2. (4.4)

In the sequel, we often focus on the notationally simpler case without intercept; in
practice the intercept term is often important but there is no conceptual difficulty in
including it (in an unpenalized way) as described in (4.4).

Lemma 4.1. Assume that ρβ (Xi,Yi) ≥ C > −∞ for all β ,Xi,Yi (i = 1, . . . ,n) and
ρβ (x,y) is a convex function in β for all Xi,Yi (i = 1, . . . ,n). Then, for λ > 0 and
m j > 0 for all j, the minimum in the optimization problem (4.3) is attained.

Proof. Because Qλ (β ) is continuous and Qλ (β )→∞ as ‖(βG1 , . . . ,βGq)‖2→∞, the
minimum is attained. 2

The boundedness assumption in the lemma is very mild and holds for the commonly
used loss functions for (generalized) regression or classification. Furthermore, we
could replace the convexity assumption by requiring instead a continuous loss func-
tion (in β ).

The group Lasso estimator has the following properties. Depending on the value of
the regularization parameter λ , the estimated coefficients within a group G j satisfy:
either (β̂G j)r ≡ 0 for all components r = 1, . . . ,Tj or (β̂G j)r 6= 0 for all components
r = 1, . . . ,Tj. This is a consequence of the non-differentiability of the

√
· function at

zero: an exact characterization of the solutions of the optimization problem in (4.3)
is given in Lemma 4.2 Furthermore, with trivial groups consisting of singletons
G j = { j} for all j = 1, . . . ,q = p, and using m j = Tj ≡ 1, the penalty function in
(4.2) equals the standard Lasso penalty. Finally, the group Lasso penalty is invariant
under orthonormal transformations within the groups. Often we would choose any
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orthonormal basis for parametrization leading to orthonormal sub-matrices XT
G j

XG j

for each group G j (XG j denotes the n×Tj submatrix of X whose columns correspond
to G j). This has computational advantages (see Section 4.7.1.1) but one should keep
in mind that in principle, the estimator in general depends on the possibly non-
orthonormal parametrizations.

The group Lasso estimator has similar qualitative properties as the Lasso. It exhibits
good accuracy for prediction and parameter estimation, and it has the groupwise
variable screening property saying that all relevant groups with corresponding pa-
rameter vector βG 6= 0 are also estimated as active groups with corresponding pa-
rameter vector β̂G 6= 0. We give more details in Section 4.4 and present rigorous
mathematical theory in Chapter 8.

4.3 Factor variables as covariates

As mentioned earlier at the beginning of Chapter 4, grouping of the parameter vec-
tor occurs naturally with factor variables. We consider here the simple case with just
two covariates X (1),X (2) ∈ {0,1,2,3}, where {0,1,2,3} denotes a set of four cate-
gorical labels, i.e., we consider two factors each having 4 levels. Consider a linear
model with real-valued response Y and dummy variables encoding the contribution
of the two factors:

Yi = µ +
3

∑
k=0

γkl(X (1)
i = k)+

3

∑
k=0

δkl(X (2)
i = k)

+
3

∑
k,`=0

κk,`l(X
(1)
i = k,X (2)

i = `)+ εi (i = 1, . . . ,n), (4.5)

where we assume sum-constraints ∑k γk =∑k δk = 0, ∑k κk,` =∑` κk,` = 0 for all k, `,
l(·) denotes the indicator function and ε1, . . . ,εn are i.i.d. variables with E[εi] = 0.
This model can be parametrized as

Y = Xβ + ε, (4.6)

with Y = (Y1, . . . ,Yn), ε = (ε1, . . . ,εn) and n×16 design matrix X which ensures the
sum-constraints from above.

The parametrization in (4.6) can be achieved as follows. A first model matrix X̃ can
be constructed which ensures the sum-constraints (by dropping the redundant pa-
rameters and keeping the non-redundant parameters in the model). For example, in
the R software environment for statistical computing, the function model.matrix
provides such a first design matrix X̃ (see also Problem 4.1). Next, we center all
columns of X̃ to mean zero. This is appropriate whenever we do not want to penal-
ize the intercept term (thus, we project onto the space of variables which are not
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penalized). Afterward, we parametrize using orthonormal bases for the sub-spaces
corresponding to the two main effects (parametrized in (4.5) with γ, δ ) and to the
interaction effect (parametrized in (4.5) with κ). As a result, we end up with a de-
sign matrix X as in (4.6) and we can apply the group Lasso for estimation of β . It
is worth pointing out that the sum-constraint plays no special role here: other con-
straints such as Helmert contrasts can be parametrized with orthonormal bases for
the sub-spaces of the main effects and interactions. Since the group Lasso penalty is
invariant under orthonormal transformations of the parameter vector, the estimation
results (for Ŷ = Xβ̂ ) are not affected by the choice of the contrast.

4.3.1 Prediction of splice sites in DNA sequences

Prediction of short DNA motifs plays an important role in many areas of computa-
tional biology. Gene finding algorithms such as GENIE (Burge and Karlin, 1997)
often rely on the prediction of splice sites. Splice sites are the regions between cod-
ing (exons) and non-coding (introns) DNA segments. The 5’ end of an intron is
called a donor splice site and the 3’ end an acceptor splice site. A donor site whose
first two intron positions are the letters “GT” is called canonical, whereas an accep-
tor site is called canonical if the corresponding intron ends with “AG”. An overview
of the splicing process and of some models that are used for detecting splice sites
can be found in Burge (1998).

We analyze here the so-called MEMset Donor dataset. It consists of a training set of
8’415 true (encoded as Y = 1) and 179’438 false (encoded as Y = 0) human donor
sites. An additional test set contains 4’208 true and 89’717 false donor sites. The
covariates or predictor variables are 7 factors with values in {A,C,G,T}7, namely
3 bases from the exon and 4 bases from the intron part. The data are available at
http://genes.mit.edu/burgelab/maxent/ssdata/. A more detailed
description can be found in Yeo and Burge (2004).

We fit a logistic regression model using the group Lasso penalty for the main ef-
fects and higher-order interactions among the 7 factors X (1), . . . ,X (7). For π(x) =
IP[Y = 1|X = x], we model logit(π(x)) analogously as in (4.5), but now in the lo-
gistic setting with 7 factors. We use the sum-constraint as encoding scheme for the
dummy variables, i.e., the coefficients have to add up to zero. The entire predictor
space has dimension 47 = 16′384 but we restrict ourselves to interactions of at most
order 2 which are sometimes also called 3-way interactions. After reparametrization
with orthonormal bases for all groups G j corresponding to the sub-spaces from main
effects or interaction terms, we end up with a model

logit(π) = µ +Xβ

with n×1155 design matrix X. We then use the group Lasso estimator
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β̂ (λ ) = argmin
β

(
−`(β ;Y1, . . . ,Yn)+λ

q

∑
j=1

√
Tj‖βG j‖2

)
, (4.7)

where the intercept µ is unpenalized and Tj = |G j|.
The original training dataset is used to build a smaller balanced training dataset
(5’610 true, 5’610 false donor sites) and an unbalanced validation set (2’805 true,
59’804 false donor sites). All sites are chosen randomly without replacement such
that the two sets are disjoint. The additional test set (4’208 true and 89’717 false
donor sites) remains unchanged. Note that the ratios of true to false sites (i.e. Y = 1
or Y = 0, respectively) are equal for the validation and the test set.

All models are fitted on the balanced training dataset. As the ratio of true to false
splice sites strongly differs from the training to the validation and the test set, the
intercept is corrected as follows (King and Zeng, 2001):

µ̂
corr
0 = µ̂− log

(
ȳ

1− ȳ

)
+ log

(
πval

1−πval

)
,

where πval is the proportion of true sites in the validation set. The penalty parameter
λ is chosen according to the (unpenalized) log-likelihood score on the validation set
using the corrected intercept estimate.

For a threshold τ ∈ (0,1) we assign observation i to class 1 if π
µ̂corr ,β̂ (xi) > τ and

to class 0 otherwise. Note that the class assignment can also be constructed without
intercept correction by using a different threshold.

The correlation coefficient ρτ corresponding to a threshold τ is defined as the Pear-
son correlation between the binary random variable of the true class membership
and the binary random variable of the predicted class membership. In Yeo and Burge
(2004) the maximal correlation coefficient

ρmax = max{ρτ |τ ∈ (0,1)}

is used as a goodness of fit statistics on the test set.

The candidate model that was used for the Logistic group Lasso consists of all 3-way
and lower order interactions involving 64 terms resulting in p = 1156 parameters.
Such a group Lasso fitted model achieves ρmax = 0.6593 on the test set which is
very competitive with published results from Yeo and Burge (2004) whose best
ρmax equals 0.6589 based on a maximum entropy approach.

In the spirit of the adaptive Lasso in Section 2.8 or the relaxed Lasso in 2.10, we
consider here also some two-stage procedures. Instead of an adaptive group `1-
penalization (see Section 4.6), we consider the following. The first stage is group
Lasso yielding a parameter vector β̂ (λinit). Denote by Ŝ(λinit) = { j; β̂ j(λinit) 6= 0}
which is the set of variables from the selected groups. In the second stage, we either
use maximum likelihood estimation (group Lasso/MLE hybrid) or `2-penalization
(group Lasso/Ridge hybrid) on the reduced space given by the selected variables
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(from the selected groups) in Ŝ(λinit). The latter amounts to the following: when
splitting the parameter vector into the components (βŜ(λinit)

,βŜ(λinit)c) where the es-

timator β̂ (λinit) is non-zero and zero, respectively, we define:

β̂Ŝ(λinit)
(λinit,λhybrid)

= argmin
βŜ(λinit)

(
−`((βŜ(λinit)

,0Ŝ(λinit)c);Y1, . . . ,Yn)+λhybrid‖βŜ(λ )‖
2
2

)
,

and for λhybrid = 0, we have the group Lasso/MLE hybrid. The penalty parameters
λinit and λhybrid are again chosen according to the (unpenalized) log-likelihood score
on the validation set using the corrected intercept estimate.

In terms of predictive accuracy, there is no benefit when using such two-stage pro-
cedures. On the other hand, while the group Lasso solution has some active 3-way
interactions, the group Lasso/Ridge hybrid and the Group Lasso/MLE hybrid only
contain 2-way interactions. Figure 4.1 shows the `2-norms of each parameter group
for the three estimators. The 3-way interactions of the group Lasso solution seem to
be very weak, and the two-stage procedures select slightly fewer terms. Decreasing
the candidate model size at the beginning to only contain 2-way interactions gives
similar results which are not shown here.

In summary, the prediction performance of the group Lasso estimate in a simple
logistic regression factor model is competitive with a maximum entropy approach
that was used in Yeo and Burge (2004). Advantages of the group Lasso include
selection of terms corresponding to main effects and interactions, and the logistic
model is a natural framework to include other predictor variables.

4.4 Properties of the group Lasso for generalized linear models

Recall that we denote by f 0(x) = xβ 0 and f̂λ (x) = xβ̂ (λ ) the linear predictor and
its estimate in a generalized linear model as in (3.1). Furthermore, we denote the set
of true underlying active groups by

S0
group = { j; β

0
G j
6= 0},

with the understanding that β 0
G j
6= 0 if there exists at least one component say k

where (β 0
G j
)k 6= 0. The cardinality of the set of active groups is s0 = |S0

group|.

For prediction, when choosing an appropriate regularization parameter λ , the group
Lasso estimator is consistent in high-dimensional settings where p = pn is of much
larger order than sample size n:

(β̂ (λ )−β
0)T

ΣX (β̂ (λ )−β
0) = oP(1) (n→ ∞),
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Term

1 3 5 7 1:3 1:5 1:7 2:4 2:6 3:4 3:6 4:5 4:7 5:7
2 4 6 1:2 1:4 1:6 2:3 2:5 2:7 3:5 3:7 4:6 5:6 6:7

l 2
−n

or
m

0
1

2 GL
GL/R
GL/MLE

Term

1:2:3 1:2:5 1:2:7 1:3:5 1:3:7 1:4:6 1:5:6 1:6:7 2:3:5 2:3:7 2:4:6 2:5:6 2:6:7 3:4:6 3:5:6 3:6:7 4:5:7 5:6:7
1:2:4 1:2:6 1:3:4 1:3:6 1:4:5 1:4:7 1:5:7 2:3:4 2:3:6 2:4:5 2:4:7 2:5:7 3:4:5 3:4:7 3:5:7 4:5:6 4:6:7

l 2
−n

or
m

0
1

2

Fig. 4.1 DNA splice site prediction. `2-norms ‖β̂G j‖2, j ∈ {1, . . . ,q} of the parameter groups with
respect to the groupwise orthonormalized design matrix when using a candidate model with all
3-way interactions. i : j : k denotes the 3-way interaction between the ith, jth and kth sequence
position. The same scheme applies to the 2-way interactions and the main effects. Active 3-way
interactions are additionally marked with vertical lines. The figure is taken from Meier et al. (2008).

where ΣX is n−1XT X in case of a fixed design or equals the covariance of the co-
variate X in case of a random design. Thereby, the asymptotic framework is set-up
in an analogous way as in (2.6), and we implicitly assume here a mild condition on
the distribution of Y |X (e.g. sub-Gaussian distribution). Recall that the quantity on
the left-hand side can be interpreted as

for fixed design : n−1
n

∑
i=1

( f̂ (Xi)− f 0(Xi))
2 = ‖X(β̂ (λ )−β

0)‖2
2/n,

for random design : E[( f̂ (Xnew)− f 0(Xnew))
2] = E[{Xnew(β̂ (λ )−β

0)}2],

where E is with respect to the new test observation Xnew. Under an additional com-
patibility assumption on the design matrix X, and using λ � n−1/2(1∨

√
log(q)/T ),

we obtain the convergence rate

(β̂ (λ )−β0)
T

ΣX (β̂ (λ )−β0) = OP

(
s0

nφ 2 (log(q)∨T )
)
. (4.8)
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Here, for simplicity, we assumed equal group-size T ≡ |G j| for all j = 1, . . . ,q,
where q and s0 denote the number of groups or active groups, respectively. Further-
more, φ 2 is a so-called compatibility constant, depending on the compatibility of
the design, which at best is bounded below by a positive constant. In addition to the
prediction error above, assuming a compatibility condition on the design matrix X,
the estimation error is

q

∑
j=1
‖β̂G j(λ )−β

0
G j
‖2 = OP

(
s0√
nφ 2

√
log(q)∨T

)
. (4.9)

Mathematical details are given in Theorem 8.1 in Chapter 8.

When comparing the convergence rate in (4.8) with (2.8) for the Lasso (where for
the latter, the number φ 2 is typically smaller than here), we see that we gain a log(p)-
factor if T is larger than log(q) (noting that s0T corresponds to the number of non-
zero regression coefficients). We also see from (4.8) that if the group-sizes are large,
say in the order of sample size n, the group Lasso is not consistent for prediction.
For such cases, we need additional assumptions such as smoothness to achieve con-
sistency of predictions. This is treated in greater detail in Chapters 5 and 8.

The variable screening property on the groupwise level, analogous to the description
in Section 2.5, also holds for the Group Lasso. As before, we denote by S0

group =

{ j; β 0
G j
6= 0} the set of groups whose corresponding coefficient vector is not equal

to the 0-vector (i.e. at least one component is different from zero) and analogously,
Ŝgroup(λ ) is the estimated version using the group Lasso estimator. Then, for suitable
λ = λn, typically λn � n−1/2(1∨

√
log(q)/T ) (see Theorem 8.1):

IP[Ŝgroup(λ )⊇ S0
group]→ 1 (n→ ∞). (4.10)

Such a result follows from the convergence rate (4.9) for ∑
q
j=1 ‖β̂G j(λ )− β 0

G j
‖2

(Theorem 8.1) and assuming that the smallest non-zero group norm inf j{‖β 0
G j
‖2; j∈

S0
group} is larger than a certain detection limit. More details are given in Theorem

8.1 in Chapter 8. Usually, when choosing λ̂CV from cross-validation, the screening
property in (4.10) still holds, in analogy to the results from Section 2.5.1 for the
Lasso. The variable screening property on the groupwise level from (4.10) is very
useful to do effective dimensionality reduction while keeping the relevant groups in
the model. Typically, the number of groups |Ŝgroup| is much smaller than the total
number q of groups. Furthermore, if the group-sizes are relatively small, the total
number of parameters in Ŝgroup is often smaller than sample size n. As pointed out
above, if the group-sizes are large, additional smoothness assumptions still yield
statistically meaningful (or even optimal) results. This topic is treated in greater de-
tail in Chapters 5 and 8 (Sections 8.4 and 8.5). We emphasize that in addition to a
prediction gain when T > log(q) with the group Lasso in comparison to the Lasso,
it is worthwhile to use it since it encourages sparsity for whole groups, and cor-



64 4 The group Lasso

responding group selection may be desirable in practical applications, for example
when dealing with factor variables.

4.5 The generalized group Lasso penalty

The group Lasso penalty in (4.2) is

λ

q

∑
j=1

m j‖βG j‖2 = λ

q

∑
j=1

m j

√
β T

G j
βG j .

In some applications, we want a penalty of the form

λ

q

∑
j=1

m j

√
β T

G j
A jβG j , (4.11)

where A j are positive definite Tj×Tj matrices. A concrete example is an additive
model treated in more detail in Chapter 5.

Due to the fact that A j is positive definite, we can reparametrize:

β̃G j = A1/2
j βG j ,

and hence, an ordinary group Lasso penalty arises of the form

λ

q

∑
j=1

m j‖β̃G j‖2.

The matrix A1/2
j can be derived using e.g. the Cholesky decomposition A j = RT

j R j

for some quadratic matrix R j which we denote by A1/2
j = R j. Of course, we also

need to reparametrize the (generalized) linear model part:

Xβ =
q

∑
j=1

XG j βG j .

The reparametrization is then for every sub-design matrix XG j :

X̃G j = XG j R
−1
j = XG j A

−1/2
j , j = 1, . . . ,q

such that Xβ = ∑
q
j=1 X̃G j β̃G j .

The generalized group Lasso estimator in a linear model is then defined by:
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β̂ = argmin
β

(
‖Y−Xβ‖2

2/n+λ

q

∑
j=1

m j

√
β T

G j
A jβG j

)
.

Equivalently, we have:

β̂G j = A−1/2
j

ˆ̃
βG j

,

ˆ̃
β = argmin

β̃

(
‖Y−

q

∑
j=1

X̃G j β̃G j‖
2
2/n+λ

q

∑
j=1

m j‖β̃G j‖2

)
.

4.5.1 Groupwise prediction penalty and parametrization invariance

The Lasso and group Lasso estimator depend on the parametrization used in a linear
or generalized linear model. The estimated active set Ŝ or Ŝgroup, respectively and
the estimated linear predictor f̂ (x) = xβ̂ depend on the parametrization (e.g. on the
choice of basis functions).

In the setting where the group sizes are not too large, we can use the following
penalty:

λ

q

∑
j=1

m j‖XG j βG j‖2 = λ

q

∑
j=1

m j

√
β T

G j
XT

G j
XG j βG j

which is a generalized group Lasso penalty if XT
G j

XG j is positive definite for every
j (we throughout require that the group sizes Tj are smaller than sample size n).
We call this the groupwise prediction penalty since we penalize the norms of the
linear predictors XG j βG j . Trivially, the penalty is invariant under reparametrization
within every group G j, i.e., we can use β̃G j = B jβG j where B j is any invertible
Tj×Tj matrix. Therefore, using such a groupwise prediction penalty in a generalized
linear model, we have the property that the estimated set of active groups and the
predictions are invariant under any one-to-one reparametrization within the groups.
That is, for β̃G j = B jβG j with any invertible B j’s:

XG j β̂G j = X̃G j
ˆ̃
βG j

, X̃G j = XG j B
−1
j ( j = 1, . . . ,q),

and if B j0 = 0 for all j, then also

Ŝgroup = { j; β̂G j 6= 0}= { j; ˆ̃
βG j
6= 0}.

This invariance is a nice property suggesting to use the groupwise prediction penalty
more often than what is common practice.
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4.6 The adaptive group Lasso

The idea of the adaptive Lasso in Section 2.8 can also be applied to the generalized
group Lasso. As a starting point, we assume to have an initial estimator β̂init. Ide-
ally, it is tailored for the structure with groups G1, . . . ,Gq as in (4.1) so that we have
sparsity in the sense that a whole sub-vector estimate β̂init,G j is zero or all compo-
nents thereof are non-zero. A natural candidate for an initial estimator is the Group
Lasso estimate in (4.7) or the generalized group Lasso estimate with the penalty
in (4.11). From a practical perspective, we would tune the regularization parameter
for the initial estimator according to prediction optimality using a cross-validation
scheme. Thereby, we would measure prediction accuracy with the squared error loss
for linear models or negative log-likelihood loss for generalized linear models.

The adaptive group Lasso is then defined with the following re-weighted penalty.
Instead of (4.2), we take

λ

q

∑
j=1

m j
‖βG j‖2

‖β̂init,G j‖2
.

In terms of computation, we can simply re-scale the covariates in a linear or gener-
alized linear model:

X̃ ( j) = X ( j)‖β̂init,Gr‖2 if j ∈ Gr.

Then, ∑
p
j=1 β jX ( j) = ∑

p
j=1 β̃ jX̃ ( j) with

β̃ j =
β j

‖β̂init,Gr‖2
if j ∈ Gr,

to achieve that

λ

q

∑
j=1

m j
‖βG j‖2

‖β̂init,G j‖2
= λ

q

∑
j=1

m j‖β̃G j‖2.

Hence, we can use the same program to compute the adaptive group Lasso as for
the plain non-adaptive case (omitting all the groups with Gr with β̂init,G j ≡ 0).

Obviously, we can also use an adaptive generalized group Lasso. Instead of (4.11)
we use

λ

q

∑
j=1

m j

√
β T

G j
A jβG j√

β̂ T
init,G j

A jβ̂init,G j

.

Regarding computation, we can rewrite this with rescaled matrices of the form
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Ã j = c jA j, c j =
1

β̂ T
init,G j

A jβ̂init,G j

, j = 1, . . . ,q.

Thereby, if c j = ∞, we omit the variables from group G j.

The adaptive group Lasso is primarily recommended to be used for better selection
of groups of variables. The heuristics and motivation are the same as for the adaptive
Lasso described in Section 2.8. Moreover, when using the group Lasso as initial
estimator, the adaptive group Lasso is always at least as sparse in terms of non-zero
coefficients (and number of groups with non-zero coefficients). This is desirable if
the underlying true structure is indeed very sparse with a few strong signals, and we
then would get better prediction results as well.

4.7 Algorithms for the group Lasso

The group Lasso estimator β̂ (λ ) in (4.3) is given by minimizing the convex objec-
tive function

Qλ (β ) = n−1
n

∑
i=1

ρβ (Xi,Yi)+λ

q

∑
j=1

m j‖βG j‖2, (4.12)

where ρβ (Xi,Yi) is a loss function which is convex in β . For the squared error loss,
we consider

ρβ (x,y) = |y− xβ |2, (y ∈ R, x ∈ Rp),

and for the logistic loss in a binary classification problem we have (see formula (3.4)
in Chapter 3),

ρβ (x,y) =−y fβ (x)+ log(1+ exp( fβ (x)), (y ∈ {0,1}, x ∈ Rp),

fβ (x) = xβ .

In both these examples, the loss functions are of the form ρβ (x,y) = ρ( fβ (x),y) as
a composition of a linear function in β and a convex function f 7→ ρ( f ,y) in f for
all y. This class of loss functions, covering the case of generalized linear models, is
considered in Chapter 6 using the notation ρ fβ .

We denote in the sequel the empirical risk by

ρ(β ) = n−1
n

∑
i=1

ρβ (Xi,Yi).

The penalized version then decomposes as
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Qλ (β ) = ρ(β )+λ

q

∑
j=1

m j‖βG j‖2.

As a consequence of the Karush-Kuhn-Tucker (KKT) conditions (Bertsekas, 1995)
we have the following result which generalizes the first statements in Lemma 2.1
from Section 2.5.

Lemma 4.2. Assume that ρ(β ) is differentiable and convex. Then, a necessary and
sufficient condition for β̂ to be a solution of (4.12) is

∇ρ(β̂ )G j +λm j
β̂G j

‖β̂G j‖2
= 0 if β̂G j 6= 0 (i.e. not equal to the 0-vector),

‖∇ρ(β̂ )G j‖2 ≤ λm j if β̂G j ≡ 0,

where ∇ρ(β̂ ) denotes the gradient vector of ρ(β ) evaluated at β̂ .

Proof. If β̂G j 6= 0, the criterion function Qλ (·) is partially differentiable with respect
to βG j and it is necessary and sufficient that these partial derivatives are zero (there
are no local minima due to convexity): this is the first equation in the characteriza-
tion. If β̂G j ≡ 0, the criterion function Qλ (·) is not differentiable but we can invoke
subdifferential calculus (Bertsekas, 1995). The subdifferential of Qλ (·) with respect
to βG j is the set

∂Qλ (β )G j = {∇ρ(β )G j +λe; e ∈ E(βG j)},

E(βG j) = {e ∈ RTj ; e = m j
βG j

‖βG j‖2
if βG j 6= 0 and ‖e‖2 ≤ m j if βG j ≡ 0},

(4.13)

see Problem 4.2. Note that the latter case with βG j ≡ 0 is of special interest here:
then, e is any vector within the ball having Euclidean radius m j. Finally, a standard
result from subdifferential calculus says that the parameter vector β̂G j minimizes
Qλ (β )G j if and only if 0 ∈ ∂Qλ (β̂ ) (Bertsekas, 1995), see also Problem 4.2, which
is equivalent to the first and second statement in the characterization (the subdiffer-
ential ∂Qλ (β̂ ) consists of all block components ∂Qλ (β̂ )G j ( j = 1, . . . ,q)). 2

4.7.1 Block coordinate descent

For the squared error loss, we can proceed in a simple way using a block coordinate
descent algorithm, also known as Gauss-Seidel type method, as proposed by Yuan
and Lin (2006). The idea of block coordinate descent is more general, however, and
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we can use it also for other loss functions ρβ (·, ·), as in formula (4.12), which are
convex and differentiable with respect to β .

We cycle through the groups (blocks) j = 1, . . . ,q,1, . . . ,q,1, . . . and in every of these
cycling steps, we optimize the objective function with respect to the corresponding
group (block) G j while keeping all but the current parameters corresponding to a
group fixed. This leads us to the computation presented in Algorithm 2, where we
denote by β−G j the vector β whose components in G j are set to zero:

(β−G j)k =

{
βk, k /∈ G j,
0, k ∈ G j.

(4.14)

Similarly, XG j denotes the n×Tj matrix consisting of the columns of the design ma-
trix X corresponding to the predictors from the group G j. For notational simplicity,
we drop in the following the hat-notation for β .

Algorithm 2 Block Coordinate Descent Algorithm
1: Let β [0] ∈ Rp be an initial parameter vector. Set m = 0.
2: repeat
3: Increase m by one: m← m+1.

Denote by S [m] the index cycling through the block coordinates {1, . . . ,q}:
S [m] = S [m−1] +1 mod q. Abbreviate by j = S [m] the value of S [m].

4: if ‖(−∇ρ(β
[m−1]
−G j

)G j‖2 ≤ λm j : set β
[m]
G j

= 0,

otherwise: β
[m]
G j

= argmin
βG j

Qλ (β
[m−1]
+G j

),

where β
[m−1]
−G j

is defined in (4.14) and β
[m−1]
+G j

is the parameter vector which equals β [m−1]

except for the components corresponding to group G j whose entries are equal to βG j (i.e.
the argument we minimize over).

5: until numerical convergence

In Step 4 of Algorithm 2, the `2-norm of the negative gradient and the corresponding
inequality look as follows for the squared error and logistic loss, respectively (see
Problem 4.3): denoting by j = S [m],

‖2n−1XT
G j
(Y−β

[m−1]
−G j

)‖2 ≤ λm j for the squared error loss, (4.15)

‖n−1XT
G j
(Y−π

β
[m−1]
−G j

)‖2 ≤ λm j for the logistic loss, (4.16)

where for the latter, (πβ )i = IPβ [Yi = 1|Xi].

Step 4 is an explicit check whether the minimum is at the non-differentiable point
with βG j ≡ 0. If not, we can use a standard numerical minimizer, e.g., a gradient-type
algorithm, to find the optimal solution with respect to βG j .
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4.7.1.1 Squared error loss

In case of squared error loss, the block-update in Step 4 in Algorithm 2 is explicit if
n−1XT

G j
XG j = ITj . Note that this assumption is quite harmless since the penalty term

is invariant under orthonormal transformations, that is, it does not matter how we
proceed to orthonormalize the design sub-matrices corresponding to the different
groups; see also the short discussion at the end of Section 4.2.1 and Section 4.5.1. It
then holds that the minimizer in Step 4 is as follows: denoting by j = S [m],

if ‖(−∇ρ(β
[m−1]
−G j

)G j‖2 = ‖2XT
G j
(Y−Xβ

[m−1]
−G j

)‖2 > λm j :

β
[m]
G j

= argmin
βG j

Qλ (β
[m−1]
+G j

) = (1−
λm j

‖UG j‖2
)UG j ,

UG j = 2n−1XT
G j
(Y−Xβ

[m−1]
−G j

). (4.17)

In short, the entire up-date is

β
[m]
G j

= (1−
λm j

‖UG j‖2
)+UG j ,

where (x)+ = max(x,0). Thus, the block coordinate descent algorithm amounts to
some form of iterative thresholding. See Problem 4.4.

4.7.1.2 Active set strategy

For sparse problems with a large number of groups q but only few of them being
active, an active set strategy can speed up the algorithm considerably. An active set
is here defined as the set of groups whose coefficient vector is non-zero. .

When cycling through the coordinate blocks (or groups), we restrict ourselves to
the current active set and visit only “rarely” the remaining blocks (or groups), e.g.,
every 10th iteration, to up-date the active set. This is especially useful for very high-
dimensional settings and it easily allows for p≈ 104−106. For the high-dimensional
example in Section 4.3.1, this modification decreases the computation time by about
40% (the example uses the logistic loss whose block up-dates are not explicit, as
discussed below).

4.7.1.3 General convex loss

In case of other than squared error loss, we need to do numerical optimization for
a block up-date in Step 4 in Algorithm 2. Then, the value of the last iteration can
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be used as starting value to save computing time. If the group was not active in the
last iteration (e.g. β

[m−1]
G j

= 0 for group j) we first go a small step in the opposite
direction of the gradient of the negative log-likelihood function to ensure that we
start at a differentiable point. We will discuss later that full groupwise optimization
in Step 4 is not necessary and an approximate minimization will be sufficient, as
discussed in detail in Section 4.7.2.

We show now that the block gradient descent algorithm converges to a global opti-
mum, a result which generalizes Proposition 2.1 from Section 2.12.1. The arguments
are completely analogous to the derivation of this proposition. We discuss first that
the block up-dates are well-defined. Consider the function

h = hβG c
j

: βG j 7→ Qλ ({βG j ,βG c
j
}) ( j = 1, . . . ,q),

(where we use a slight abuse of notation with the ordering of coordinates in the ar-
gument of the function Qλ (·)). That is, h(βG j) describes the function Qλ (β ) as a
function of βG j for fixed βG c

j
, where we denote by G c

j = {1, . . . , p} \G j. Note that
h(βG j) is just a different notation for Qλ (β+G j) in Step 4 from Algorithm 2. We
observe that if Qλ (β ) is convex in β , then also h(βG j) = hβ

GC
j
(βG j) is convex in

βG j , for all βGC
j

. See Problem 4.5. Using the same argument as in the short proof
of Lemma 4.1, the groupwise minima are attained. In a next step, one needs to
show that Step 4 of Algorithm 2 minimizes the convex function h(βG j) = hβG c

j
(βG j)

with respect to βG j ( j = S [m]). Analogously as in Section 2.12.1, since h(βG j) is
not differentiable everywhere, we invoke subdifferential calculus(Bertsekas, 1995).
Here, the subdifferential of h(·) is the set ∂h(βG j) = {∇ρ(β )G j +λe; e ∈ E(βG j)},

E(βG j) = {e ∈RTj ; e = m j
βG j
‖βG j ‖2

if βG j 6= 0 and ‖e‖2 ≤m j if βG j ≡ 0}. The param-

eter vector βG j minimizes h(βG j) if and only if 0 ∈ ∂h(βG j), and this leads to the
formulation in Step 4. Finally, as a Gauss-Seidel algorithm which cycles through
the coordinates S [m] = 1, . . . ,q,1, . . . (m = 1,2, . . .), one can establish numerical
convergence to a stationary point. The mathematical details are not entirely trivial.
One can exploit the fact that the penalty term is block-separable1 and then make use
of a general theory from Tseng (2001) for numerical convergence of Gauss-Seidel
type algorithms (conditions (A1), (B1) - (B3) and (C2) from Tseng (2001) hold; this
then implies that every cluster point of the sequence β [m]}m≥0 is a stationary point
of the convex function Qλ (·) and hence a minimum point).

We summarize the derivation by the following result.

Proposition 4.1. For the quantities in formula (4.12), assume that the loss function
satisfies ρβ (Xi,Yi) ≥C > −∞ for all β ,Xi,Yi (i = 1, . . .n), it is continuously differ-
entiable with respect to β , and that Qλ (·) is convex. Then, Step 4 of the block coor-

1 A function f (β ) is called block separable (into convex functions) with blocks G1, . . . ,Gq if f (β )=
∑

q
j=1 f j(βG j ) with convex functions f j(·).
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dinate descent Algorithm 2 performs groupwise minimizations of Qλ (·) (i.e. of the
functions hβG c

j
(·)) and is well defined in the sense that the corresponding minima are

attained. Furthermore, if we denote by β̂ [m] the parameter vector from Algorithm 2
after m iterations, then every cluster point of the sequence {β̂ [m]}m≥0 is a minimum
point of Qλ (·).

As pointed out earlier, the boundedness assumption for the loss function holds for
the commonly used loss functions in (generalized) regression and classification. Fur-
thermore, the iterates β̂ [m] can be shown to stay in a compact set (because of the
penalty term) and thus, the existence of a cluster point is guaranteed.

The main drawback of such a block gradient descent Algorithm 2 is for cases other
than squared error loss where the blockwise minimizations of the active groups in
Step 4 have to be performed numerically. However, for small and moderate sized
problems in the dimension p and group sizes Tj, this turns out to be sufficiently
fast. Improvements in computational efficiency are possible by replacing an exact
groupwise minimization in Step 4 with a suitable approximation whose computation
is explicit. This will be discussed next.

4.7.2 Block coordinate gradient descent

As described in (4.17), the blockwise up-dates are available in closed form for
squared error loss. For other loss functions, the idea is to use a quadratic approxi-
mation which then allows for some rather explicit blockwise up-dates. More tech-
nically, the key idea is to combine a quadratic approximation of the empirical loss
with an additional line search. In fact, this then equals the block coordinate gradient
descent method from Tseng and Yun (2009). The description here closely follows
Meier et al. (2008).

Using a second order Taylor expansion at β [m], the estimate in the mth iteration, and
replacing the Hessian of the empirical risk ρ(β ) by a suitable matrix H [m] we define

M[m]
λ

(d) = ρ(β [m])+dT
∇ρ(β [m])+

1
2

dT H [m]d +λ

q

∑
j=1

m j‖β [m]
G j

+dG j‖2

≈ Qλ (β
[m] +d), (4.18)

where d ∈ Rp.

Now we consider minimization of M[m]
λ

(·) with respect to the jth parameter group.
This means that we restrict ourselves to vectors d with dk = 0 for k /∈ G j. Moreover,
we assume that the corresponding Tj×Tj submatrix H [m]

G j ,G j
is of the form H [m]

G j ,G j
=

h[m]
j ·ITj for some scalar h[m]

j ∈R; more discussion about the choice of the matrix H [m]
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is given below in formula (4.22). If ‖∇ρ(β [m])G j−h[m]
j β

[m]
G j
‖2 ≤ λm j, the minimizer

of M[m]
λ

(d) in (4.18) with respect to the components in group G j is

d[m]
G j

=−β
[m]
G j

, (4.19)

see Problem 4.6. Note that this is similar to Lemma 4.2, due to the KKT con-
ditions, where we also examine the absolute value of the gradient, and here, the
non-differentiable point is at d[m]

G j
= −βG j . Otherwise, the minimizer of (4.18) with

respect to the components in G j is (Problem 4.6)

d[m]
G j

=− 1

h[m]
G j

∇ρ(β [m])G j −λm j

∇ρ(β [m])G j −h[m]
G j

β
[m]
G j

‖∇ρ(β [m])G j −h[m]
G j

β
[m]
G j
‖2

 . (4.20)

If d[m]
G j
6= 0, an inexact line search using the Armijo rule has to be performed for

up-dating the parameter vector.

Armijo Rule: Let α
[m]
j be the largest value among the grid-points {α0δ l}l≥0 such

that

Qλ (β
[m] +α

[m]
j d[m]

G j
)−Qλ (β

[m])≤ α
[m]
j σ∆

[m], (4.21)

where 0 < δ < 1, 0 < σ < 1, α0 > 0, and ∆ [m] is the improvement in the objective
function Qλ (·) when using a linear approximation for the objective function, i.e.,

∆
[m] = (d[m]

G j
)T

∇ρ(β [m])G j +λm j‖β [m]
G j

+d[m]
G j
‖2−λm j‖β [m]

G j
‖2.

When writing β [m] +α
[m]
j d[m]

G j
, we implicitly mean that only the block of parameters

corresponding to the group G j are affected by the summation. We remark that ∆ [m] <

0 for d[m]
G j
6= 0, as shown in Tseng and Yun (2009).

Finally, we define

β
[m+1] = β

[m] +α
[m]
j d[m]

G j
,

where only the block or parameters corresponding to the group G j is up-dated ( j
denotes the index of the block component in iteration m+1). A summary is outlined
in Algorithm 3. Standard choices for the tuning parameters are for example α0 = 1,
δ = 0.5, σ = 0.1 (Bertsekas, 1995; Tseng and Yun, 2009). Other definitions of ∆ [m]

as for example to include the quadratic part of the improvement are also possible. We
refer the reader to Tseng and Yun (2009) for more details and the fact that the line
search can always be performed. It is worth pointing out that the block up-dates are
fairly explicit. However, in comparison to the block coordinate descent Algorithm 2
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for the squared error loss, we need to implement an additional line search using the
Armijo rule as in (4.21).

For a general matrix H [m] the minimization with respect to the jth parameter group
depends on H [m] only through the corresponding submatrix H [m]

G j ,G j
. To ensure a rea-

sonable quadratic approximation in (4.18), H [m]
G j ,G j

is ideally chosen to be close to
the corresponding submatrix of the Hessian of the empirical risk function. However,
there is a trade-off between accuracy of the quadratic approximation and computa-
tional efficiency. The latter is the reason to restrict ourselves to matrices of the form
H [m]

G j ,G j
= h[m]

j · ITj , and a possible choice is (Tseng and Yun, 2009)

h[m]
j = min

(
max

{
diag

{
∇

2
ρ(β [m])G j ,G j

}
, cmin

}
,cmax

)
, (4.22)

where 0 < cmin < cmax < ∞ are bounds (e.g. cmin = 10−6 and cmax = 108) to ensure
convergence (see Proposition 4.2). The matrix H [m] does not necessarily have to
be recomputed in each iteration. Under some mild conditions on H [m] (which are
satisfied for the choice in (4.22)), convergence of the algorithm is assured and we
refer for the details to Tseng and Yun (2009).

When minimizing M[m]
λ

(·) with respect to a group showing up in the penalty term,
we first have to check whether the minimum is at a non-differentiable point as out-
lined above. For an unpenalized intercept β0, this is not necessary and the solution
can be directly computed:

d[m]
0 =− 1

h[m]
0

∇ρ(β [m])0.

Algorithm 3 Block Coordinate Gradient Descent Algorithm
1: Let β [0] ∈ Rp be an initial parameter vector. Set m = 0.
2: repeat
3: Increase m by one: m← m+1.

Denote by S [m] the index cycling through the block coordinates {1, . . . ,q}:
S [m] = S [m−1] +1 mod q. Abbreviate by j = S [m] the value of S [m].

4: H [m−1]
G j ,G j

= h[m−1]
j · ITj = h j(β

[m−1]) · ITj as in (4.22),

d[m−1]
G j

= (d[m−1])G j , d[m−1] = argmin
d; dGk

=0 (k 6= j)
M[m−1]

λ
(d) with M[m−1]

λ
(·) as in (4.18),

if d[m−1]
G j

6= 0 :

α
[m−1]
j ← line search,

β [m]← β [m−1] +α
[m−1]
j ·d[m−1]

G j
,

5: until numerical convergence
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Proposition 4.2. Assume that the loss function ρβ (Xi,Yi)≥C >−∞ for all β ,Xi,Yi
(i = 1, . . . ,n), it is continuously differentiable with respect to β , and that the em-
pirical risk ρ(β ) is convex. Denote by β̂ [m] the parameter vector from the block
coordinate gradient descent Algorithm 3 after m iterations. If H [m]

G j ,G j
is chosen ac-

cording to (4.22), then every cluster point of the sequence {β̂ [m]}m≥0 is a minimum
point of Qλ (·).

This result is a consequence of a more general theory on the coordinate gradient
descent method, see Tseng and Yun (2009, Theorem 1(e), Section 4). Linking this
theory to the case of the group Lasso is rigorously described in Meier et al. (2008,
Proposition 2). We remark that the block coordinate gradient descent Algorithm
3 can be applied to the group Lasso in any generalized linear model where the
response Y has a distribution from the exponential family.

To calculate the solutions β̂ (λ ) for various penalty parameters from a grid Λ = {0≤
λgrid,1 < λgrid,2 < λgrid,g} we can for example start at

λgrid,g = λmax = max
j∈{1,...,q}

1
m j
‖∇ρ(β )G j |β≡0‖2,

where all parameters in all the groups are equal to zero. We then use β̂ (λgrid,k) as
a starting value for β̂ (λgrid,k−1) and proceed iteratively until β̂ (λgrid,1) with λgrid,1

close or equal to zero. Instead of up-dating the approximation of the Hessian H [m]

in each iteration, we can use a constant matrix based on the previous parameter
estimates β̂λgrid,k

to save computing time, i.e.,

H [m]
G j ,G j

= h j(β̂ (λgrid,k))ITj ,

for the estimation of β̂λgrid,k−1
(and this matrix does not depend on iterations m). A

cross-validation scheme can then be used for choosing the parameter λ among the
candidate values from the grid Λ .

Problems

4.1. Factor variables
Consider a linear model with 3 factor variables, each of them having 4 categorical
levels. Construct the design matrix, denoted in Section 4.3 as X̃, for the case when
considering main effects and first-order interactions only and requiring that the sum
of the effects (for each main and each first-order effect) equals zero (sum to zero
constraints). You may want to use the R statistical software using the command
model.matrix.
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4.2. Subdifferential and Subgradient
Consider a convex function

f : Rp→ R.

A vector d ∈ Rp is called a subgradient of f at point x ∈ Rp if

f (y)≥ f (x)+(y− x)T d.

The set of all subgradients of the convex function f at x ∈Rp is called the subdiffer-
ential of f at x, denoted by ∂ f (x). A necessary and sufficient condition for x ∈ Rp

to be a minimum of f is: 0 ∈ ∂ f (x), see p. 736 in Bertsekas (1995).

Verify that the expression E(βG j) in (4.13) is the subdifferential of m j‖βG j‖2 at βG j .
Therefore, ∂Qλ (β ) in (4.13) is the subdifferential of Qλ at β .

4.3. For the block coordinate up-dates, derive the expressions in (4.15) and (4.16).

4.4. Derive the up-date formula in (4.17).

4.5. Convexity of block coordinate functions (Step 4 of Algorithm 2)
Assume that

g(·) : R2→ R
β = (β1,β2) 7→ g(β )

is a convex function in β = (β1,β2) ∈ R2. Show that

hβ2(·) : R→ R
β1 7→ hβ2(β1) = g(β1,β2)

is a convex function in β1, for all fixed values of β2.

4.6. For the block coordinate gradient descent Algorithm 3, derive formulae (4.19)
and (4.20) by using the KKT conditions as in Lemma 4.2. First, work out the case
where the group-size |G j|= 1.

4.7. Group Lasso for logistic regression
Consider a binary response variable Y and logistic regression as in Section 3.3.1
from Chapter 3. We focus on the group Lasso with loss function given by the nega-
tive log-likelihood as in (3.3). Write the block coordinate gradient descent algorithm
(Algorithm 3 in this chapter) with explicit formulae for (4.20) and (4.22).



Chapter 5

Additive models and many smooth univariate
functions

Abstract Additive models build a nonparametric extension of linear models and as
such, they exhibit a substantial degree of flexibility. While the most important effects
may still be detected by a linear model, substantial improvements are potentially
possible by using the more flexible additive model class. At first sight, it seems
very ambitious to fit additive models with high-dimensional covariates but sparsity
implies feasible computations and good statistical properties. Besides encouraging
sparsity, it is important to control smoothness as well. This can be achieved by a
sparsity-smoothness penalty function. The combination of sparsity and smoothness
is crucial for mathematical theory as well as for better performance on data. We
discuss in this chapter methodology and computational aspects which are related to
the group Lasso presented in Chapter 4.

5.1 Organization of the chapter

We consider in Section 5.2 the framework using basis expansions for every addi-
tive function. Section 5.3 presents the idea of combining sparsity and smoothness
in a penalty term and it also describes an algorithm for computation. The penalty
described there is the one which has clearer mathematical properties. An alternative
penalty of group Lasso type is presented in Section 5.4: it is a bit easier to use since
the corresponding optimization algorithm is very efficient. However, the drawback
of such a group Lasso type penalty is its potential sub-optimality in terms of statis-
tical accuracy. Other alternative penalties are discussed in this section as well. We
then present some numerical examples in Section 5.5. In Section 5.6 we loosely de-
scribe statistical properties which are useful to know for justifying the methodology
and some practical steps. A mathematically rigorous treatment is given in Section
8.4 in Chapter 8. Generalized additive models are treated in Section 5.7. We also
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consider two related models: varying coefficient models are discussed in Section
5.8 and Section 5.9 considers multivariate and multitask models.

5.2 Introduction and preliminaries

Additive and generalized additive models are perhaps the first extension from linear
to nonlinear (generalized) regression functions. The model class became very pop-
ular in the low-dimensional p� n setting and the concepts and methodology have
been well established, see for example Hastie and Tibshirani (1990).

We will show here that fitting additive models for high-dimensional covariates is
quite easily possible and hence, flexible additive models should be a standard tool
for high-dimensional generalized regression. Besides encouraging sparsity, it is im-
portant to control smoothness of the function estimates as well. This can be achieved
by a sparsity-smoothness penalty function. The combination of sparsity and smooth-
ness is crucial for mathematical theory as well as for better performance on data.
One version of a sparsity-smoothness penalty function (see Section 5.4) amounts to
an optimization with a generalized group Lasso penalty introduced in Section 4.5.

5.2.1 Penalized maximum likelihood for additive models

We consider high-dimensional additive regression models with a continuous re-
sponse Y ∈ R and p covariates X (1), . . . ,X (p) ∈ R connected through the model

Yi = µ +
p

∑
j=1

f j(X
( j)
i )+ εi, i = 1, . . . ,n, (5.1)

where µ is the intercept term, εi are i.i.d. random variables, independent of {Xi; i =
1, . . . ,n}, with E[εi] = 0, and f j are smooth univariate functions. For identification
purposes we assume that all f j are centered, i.e.

n

∑
i=1

f j(X
( j)
i ) = 0

for j = 1, . . . , p. The design points Xi are allowed to be either fixed or random.
If the model is correct, we denote by f 0

j (·) the true underlying additive functions.
With some slight abuse of notation we also denote by f j the n-dimensional vector
( f j(X

( j)
1 ), . . . , f j(X

( j)
n ))T . For a vector f ∈ Rn we denote by ‖ f‖2

n = f T f/n.

The basic idea is to expand each function f j(·)
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f j(·) =
K

∑
k=1

β j,kh j,k(·) (5.2)

using basis functions h j,k(·) (k = 1, . . . ,K) and estimate the unknown parameter
vector β by penalized least squares:

β̂ = argmin
β

‖Y−
p

∑
j=1

Hjβ j‖2
2/n+pen(β ),

where for j = 1, . . . , p, Hj is an n×K matrix defined by

(Hj)i,k = h j,k(X
( j)
i ), i = 1, . . . ,n; k = 1, . . . ,K,

β j = (β j,1, . . . ,β j,K)
T , β = (β1, . . . ,βp)

T and Y = (Y1, . . . ,Yn)
T . The exact form of

suitable penalty functions will be discussed below. If Y is centered, we can omit
an unpenalized intercept term and the nature of the objective function automatically
forces the function estimates f̂1, . . . , f̂ p to be centered. In other words, the estimate
for µ in model (5.1) equals µ̂ = n−1

∑
n
i=1 Yi.

Typically, if p is large, we aim for a solution which is sparse in terms of whole K×1
parameter vectors β j = {β j,k; k = 1, . . . ,K}. This could be achieved with a group
Lasso penalty of the form λ ∑

p
j=1 ‖β j‖2. We rather prefer here (a scaled version of)

the prediction group Lasso penalty from Section 4.5.1

λ

p

∑
j=1
‖Hjβ j‖2/

√
n = λ

p

∑
j=1
‖ f j‖n. (5.3)

However, the penalty in (5.3) does not include any aspect of smoothness of the func-
tions f j(·). This could be addressed implicitly by a careful choice of the number K
of basis functions. It is often better though to include smoothness into the penalty
function. This then allows to use a large number of basis functions for every func-
tion f j(·), which is necessary to capture some functions at high complexity, and an
additional penalty term can then be used for appropriate regularization with respect
to smoothness.

5.3 The sparsity-smoothness penalty

In order to construct an estimator which encourages sparsity at the function level,
the norms ‖ f j‖n ( j = 1, . . . , p) should be penalized, see formula (5.3). As men-
tioned above, this alone is often not sufficient and we want additional control of the
smoothness of the estimated functions.

We translate the smoothness of the functions f j in terms of some quadratic norm.
An important example is the Sobolev space of continuously differentiable functions
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with the squared Sobolev semi-norm I2( f j) =
∫
| f ′′j (x)|2dx assumed to be finite.

Then, using the basis expansion in (5.2) we obtain

I2( f j) =
∫
| f ′′j (x)|2dx = β

T
j Wjβ j,

with Wj a given K×K matrix of weights

(Wj)k,` =
∫

h
′′
j,k(x)h

′′
j,`(x)dx, k, `= 1, . . . ,K.

In Chapter 8, we write Wj = BT
j B j. More generally, we use

I2( f j) = β
T
j Wjβ j = ‖B jβ j‖2

2

as a measure of squared smoothness of the function f j using essentially any kind of
K×K smoothing matrices Wj = BT

j B j, see e.g. Section 5.3.1 below.

In order to get sparse and sufficiently smooth function estimates, we consider the
sparsity-smoothness penalty

penλ1,λ2
(β ) = λ1

p

∑
j=1
‖ f j‖n +λ2

p

∑
j=1

I( f j)

= λ1

p

∑
j=1
‖Hjβ j‖2/

√
n+λ2

p

∑
j=1

√
β T

j Wjβ j. (5.4)

The two tuning parameters λ1,λ2 ≥ 0 control the amount of penalization. It is im-
portant to have two tuning parameters since the penalization for sparsity and of
smoothness live on very different scales. The theory in Section 8.4 assumes that
λ2 � λ 2

1 .

Having chosen basis functions as in (5.2), the additive model estimator is defined
by the following penalized least squares problem:

β̂ (λ1,λ2) = argmin
β

∥∥Y−
p

∑
j=1

Hjβ j
∥∥2

2/n+λ1

p

∑
j=1
‖Hjβ j‖2/

√
n+λ2

p

∑
j=1

√
β T

j Wjβ j,

(5.5)

where β = (β1, . . . ,βp)
T and β j = (β j,1, . . . ,β j,K)

T .

5.3.1 Orthogonal basis and diagonal smoothing matrices

We consider now the case where the basis functions h j,k(·) are orthogonal with
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n−1HT
j Hj = I ( j = 1, . . . , p)

and with diagonal smoothing matrices (diagonalized smoothness)

Wj = diag(d2
1 , . . . ,d

2
K) ( j = 1, . . . , p),

dk = km,

where m > 1/2 is a chosen degree of smoothing. Most often, we assume m = 2.
Since there is no dependence on j, we write

D2 = diag(d2
1 , . . . ,d

2
K), dk = km.

Then, the sparsity-smoothness penalty in (5.4) becomes

penλ1,λ2
(β ) = λ1

p

∑
j=1
‖β j‖2 +λ2

p

∑
j=1
‖Dβ j‖2,

where ‖Dβ j‖2 =
√

∑
K
k=1 k2mβ 2

j,k, and the additive model estimator is defined by

β̂ (λ1,λ2) = argmin
β

∥∥Y−
p

∑
j=1

Hjβ j
∥∥2

2/n+λ1

p

∑
j=1
‖β j‖2 +λ2

p

∑
j=1
‖Dβ j‖2. (5.6)

A concrete example for an orthonormal basis is given by orthogonal polynomials.
(Roughly speaking, the functions h j,k(·) and values dk can be thought as eigenfunc-
tions and eigenvalues of the space of functions with m derivatives). Clearly, the
sparsity penalty λ1 ∑

p
j=1 ‖β j‖2 remains invariant under orthonormal transformation

of the basis. However, the smoothness penalty λ2 ∑
p
j=1 ‖Dβ j‖2 depends on the type

of orthonormal basis which is used.

5.3.2 Natural cubic splines and Sobolev spaces

We consider here additive functions f j belonging to the Sobolev space of con-
tinuously differentiable functions on [a,b] with squared smoothness semi-norms
I2( f j) =

∫ b
a | f

′′
j (x)|2dx. Using the penalty in (5.4) in terms of functions f j, the ad-

ditive model estimator can be written as a penalized least squares problem over the
Sobolev class of functions:

f̂1, . . . , f̂ p = argmin
f1,..., fp∈F

∥∥Y−
p

∑
j=1

f j
∥∥2

n +λ1

p

∑
j=1
‖ f j‖n +λ2

p

∑
j=1

I( f j), (5.7)

where F is the Sobolev class of functions on [a,b]. Note that as before, we assume
the same level of regularity for each function f j.
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Proposition 5.1. Let a,b ∈ R such that a < mini, j{X ( j)
i } and b > maxi, j{X ( j)

i }.
Let F be the Sobolev space of functions that are continuously differentiable on
[a,b] with square integrable second derivatives, and assume that there exist min-
imizers f̂ j ∈ F of (5.7). Then the f̂ j’s are natural cubic splines with knots at
X ( j)

i , i = 1, . . . ,n.

Proof. Because of the additive structure of f and the penalty, it suffices to analyze
each component f j, j = 1, . . . , p independently. Let f̂1, . . . , f̂ p be a solution of (5.7)
and assume that some or all f̂ j are not natural cubic splines with knots at X ( j)

i , i =
1, . . . ,n. By Theorem 2.2 in Green and Silverman (1994) we can construct natural
cubic splines ĝ j with knots at X ( j)

i , i = 1, . . . ,n such that

ĝ j(X
( j)
i ) = f̂ j(X

( j)
i )

for i = 1, . . . ,n and j = 1, . . . , p. Hence

∥∥Y−
p

∑
j=1

ĝ j
∥∥2

n =
∥∥Y − p

∑
j=1

f̂ j
∥∥2

n

and
‖ĝ j‖2

n = ‖ f̂ j‖2
n.

But by Theorem 2.3 in Green and Silverman (1994), I2(ĝ j) ≤ I2( f̂ j). Therefore,
the value in the objective function (5.7) can be decreased. Hence, the minimizer of
(5.7) must lie in the space of natural cubic splines. 2

Due to Proposition 5.1, we can restrict ourselves to the finite dimensional space
of natural cubic splines instead of considering the infinite dimensional space of
continuously differentiable functions with square integrable second derivatives.

5.3.3 Computation

The optimization problem in (5.5) is convex in the pK× 1-dimensional parameter
vector β = (β1, . . . ,βp)

T . For large p and K (the latter depending on n such as
K �

√
n or even larger), the optimization is very high-dimensional and efficient

algorithms are desirable. In principle, many convex optimization algorithms could
be used including interior point methods or second-order cone programming. The
problem in (5.5) is of the form

argmin
β

(g(β )+pen(β )),

with continuously differentiable function g(·) and a penalty function pen(·) which is
convex and separable with respect to the parameter blocks β1, . . . ,βp. Hence, a sim-
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ple block coordinate descent (Gauss-Seidel) algorithm can be used, similarly as the
block coordinate descent Algorithm 2 from Chapter 4, having provable numerical
convergence properties in the sense that every cluster point of the iteration sequence
is a stationary and hence a minimum point of the convex objective function. This
follows from a more general theory in Tseng (2001).

The optimization problem becomes easier when considering orthogonal basis func-
tions and diagonalized smoothing matrices, as used in the estimator defined in (5.6).
Then, an adaptation of Algorithm 2 in Section 4.7.1 can be used. However, the block
coordinate descent algorithm for the problem in (5.6) is a bit more complex. In par-
ticular, despite the squared error loss we are dealing with, the block up-date for
non-zero parameters is not explicit.

From the Karush-Kuhn-Tucker (KKT) conditions we have that a necessary and suf-
ficient condition for the solution is:

(5.8)

Here, β̂ j 6= 0 means not equal to the 0-vector. See Problem 5.2.

The following Gauss-Seidel algorithm can be used. Assume that we have a param-
eter value β [m−1] in iteration m− 1, and we cycle through the groups with indices
j = 1, . . . , p. Consider the computation for the jth group in iteration m (i.e. the
up-date for obtaining β

[m]
j ) keeping all other parameter values fixed. We can then

up-date the block of parameters corresponding to the jth group as described in the
next subsection.

5.3.3.1 Determining the zero estimates

The idea is now analogous as in Section 4.7.1: we want to determine in an efficient
manner whether the parameter up-date β

[m]
j in the mth iteration of the algorithm

should be set to zero. We denote by β− j the parameter vector β whose block com-
ponents β j ≡ 0, i.e. the coefficients of the jth block are set to zero. As in Section
4.7.1, we use the characterization in (5.8). Set β

[m]
j = 0 if for some vectors e j, t j

with ‖e j‖2 ≤ 1, ‖t j‖2 ≤ 1:

−2HT
j (Y−Hβ̂

[m−1]
− j )+λ1e j +λ2Dt j = 0. (5.9)

Algorithmically, this can be determined as follows. Abbreviate by

Vj = 2HT
j (Y−Hβ̂

[m−1]
− j ),

−2HT
j (Y−Hβ̂ j)+λ1e j +λ2Dt j = 0 if β̂ j ≡ 0,

for vectors e j, t j with ‖e j‖2 ≤ 1, ‖t j‖2 ≤ 1,

−2HT
j (Y−Hβ̂ j)+λ1

β̂ j

‖β̂ j‖2
+λ2

D2β̂ j

‖Dβ̂ j‖2
= 0 if β̂ j 6= 0.
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and hence

Vj−λ2Dt j = λ1e j.

Now, minimize

t̂ j = argmin
t j ; ‖t j‖2≤1

‖Vj−λ2Dt j‖2
2. (5.10)

Clearly, formula (5.9) can only hold if and only if

‖Vj−λ2Dt̂ j‖2 ≤ λ1, (5.11)

and hence:

if (5.11) holds: set β
[m]
j ≡ 0.

Note that (5.10) is a standard convex optimization problem.

We elaborate briefly how (5.10) could be computed. The optimization is related to
Ridge regression and can be solved as follows:

t̂ j(γ) = argmin
γ j

‖Vj−λ2Dt j‖2
2 + γ‖t j‖2

2.

The solution is explicit:

t̂ j(γ)k =
λ2dk

λ 2
2 d2

k + γ
(Vj)k (k = 1, . . . ,K).

If the unconstrained solution with γ = 0 satisfies

‖t̂ j(0)‖2 ≤ 1, (5.12)

then it must be the solution of (5.10). Otherwise, if ‖t̂ j(0)‖2 > 1, the minimum in
(5.10) is attained for ‖t j‖2 = 1 and we optimize over γ:

γ̂ = argmin
γ>0

(‖t̂ j(γ)‖2−1)2, (5.13)

and the solution of (5.10) then equals:

(t̂ j)k =
λ2dk

λ 2
2 d2

k + γ̂
(Vj)k (k = 1, . . . ,K),

where γ̂ is either 0, if (5.12) holds, or as in (5.13) otherwise.



5.4 A sparsity-smoothness penalty of group Lasso type 85

5.3.3.2 Up-dates for the non-zero estimates

If β
[m]
j has not been determined to be zero, we make a numerical up-date:

β
[m]
j = argmin

β j

‖U−Hjβ j‖2
2/n+λ1‖β j‖2 +λ2‖Dβ j‖2,

where U = Y−∑k 6= j Hkβ
[m−1]
k .

We now summarize the description in Algorithm 4.

Algorithm 4 Block Coordinate Descent Algorithm for estimator in (5.6)
1: Let β [0] ∈ RpK be an initial parameter vector. Set m = 0.
2: repeat
3: Increase m by one: m← m+1.

Denote by S [m] the index cycling through the coordinates {1, . . . , p}:
S [m] = S [m−1] +1 mod p. Abbreviate by j = S [m] the value of S [m].

4: if (5.11) holds: set β
[m]
j ≡ 0,

else β
[m]
j = argmin

β j

‖U−Hjβ j‖2
2/n+λ1‖β j‖2 +λ2‖Dβ j‖2,

where U = Y−∑k 6= j Hkβ
[m−1]
k .

5: until numerical convergence

An active set strategy as described in Section 4.7.1 should be used here as well to
drastically speed up computations.

5.4 A sparsity-smoothness penalty of group Lasso type

Instead of the penalty in (5.4), we can use a modification which allows for more
efficient computation relying on a group Lasso structure. Consider the following
sparsity-smoothness penalty of Group Lasso type:

penλ1,λ2
(β ) = λ1

p

∑
j=1

√
‖ f j‖2

n +λ 2
2 I2( f j)

= λ1

p

∑
j=1

√
‖Hjβ j‖2

2/n+λ 2
2 β T

j Wjβ j, (5.14)

with smoothing matrices Wj as before. The difference to the penalty in (5.4) is that
here, both sparsity and smoothness norms appear in their squared values under the
single square root, whereas (5.4) involves both norms in non-squared form and with
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no square root common to both of them. From a mathematical point of view, the
penalty in (5.4) is more convenient and potentially better than the penalty in (5.14)
(compare with Problem 8.3 in Chapter 8).

Analogously as before in formula (5.7), we can also optimize over the Sobolev space
of continuously differentiable functions with square integrable second derivatives to
obtain the following additive model estimator:

f̂1, . . . , f̂ p = argmin
f1,..., fp∈F

∥∥Y−
p

∑
j=1

f j
∥∥2

n +λ1

p

∑
j=1

√
‖ f j‖2

n +λ 2
2 I2( f j), (5.15)

where F is the Sobolev space of continuously differentiable functions and I2( f j) =∫
| f ′′(x)|2dx assumed to be finite. Proposition 5.1 also applies to the problem in

(5.15), with exactly the same proof. Thus, the solution of the optimization in (5.15)
is given by finite-dimensional basis expansions with natural cubic splines having
knots at the observations.

5.4.1 Computational algorithm

In view of the estimator defined in (5.15), leading to solutions based on expansions
with natural cubic splines, we consider a cubic B-spline parametrization for every
function f j(·) with a reasonable amount of knots or basis functions. A typical choice
would be to use K−4�

√
n interior knots that are placed at the empirical quantiles

of X ( j)
1 , . . . ,X ( j)

n . Hence, we parametrize

f j(x) =
K

∑
k=1

β j,kh j,k(x),

where h j,k : R→ R are the B-spline basis functions and β j = (β j,1, . . . ,β j,K)
T is

the parameter vector corresponding to f j. With the basis functions we construct an
n× pK design matrix H = [H1 |H2 | . . . |Hp], where Hj is the n×K design matrix of
the B-spline basis of the jth predictor, i.e. (Hj)i,k = h j,k(X

( j)
i ).

The estimator is then defined analogously as in (5.5):

β̂ (λ1,λ2) = argmin
β

∥∥Y−Hβ
∥∥2

n +λ1

p

∑
j=1

√
β T

j HT
j Hjβ j/n+λ 2

2 β T
j Wjβ j, (5.16)

where the K×K matrix Wj contains the inner products of the second derivatives of
the B-spline basis functions, i.e.

(Wj)k,` =
∫

h
′′
j,k(x)h

′′
j,`(x)dx
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for k, ` ∈ {1, . . . ,K}.
Hence, (5.16) can be re-written as a generalized group Lasso problem, treated in
Section 4.5.

β̂ = argmin
β=(β1,...,βp)

‖Y−Hβ‖2
n +λ1

p

∑
j=1

√
β T

j Mjβ j, (5.17)

where Mj =
1
n HT

j Hj +λ 2
2 Wj. That is, for any fixed λ2, this is a generalized group

Lasso problem. In particular, the existence of a solution is guaranteed (see also the
assumption in Proposition 5.1).

Coordinate-wise approaches as described in Section 4.7 are efficient and have rigor-
ous convergence properties. Thus, we are able to compute the estimator exactly,
even if p is very large. As described in Section 4.5, we reparametrize to com-
pute the estimator in (5.17). By decomposing (e.g. using the Cholesky decompo-
sition) Mj = RT

j R j for some quadratic K×K matrix R j and by defining β̃ j = R jβ j,
H̃ j = HjR−1

j , (5.17) reduces to

ˆ̃
β = argmin

β̃=(β̃1,...,β̃p)

‖Y− H̃β̃‖2
n +λ1

p

∑
j=1
‖β̃ j‖2. (5.18)

Moreover, there exists a value λ1,max < ∞ such that ˆ̃
β 1 = . . . = ˆ̃

β p = 0 for λ1 ≥
λ1,max. This is especially useful to construct a grid of λ1 candidate values for cross-
validation (usually on the log-scale).

Regarding the uniqueness of the identified components, the results are analogous as
for the Lasso, see Lemma 2.1. Define WH̃(β̃ ) = ‖Y− H̃β̃‖2

n. We have the following
Proposition.

Proposition 5.2. If pK ≤ n and if H̃ has full rank, a unique solution of (5.18)
exists. If pK > n, there exists a convex set of solutions of (5.18). Moreover, if
‖∇WH̃(

ˆ̃
β ) j‖2 < λ1 then ˆ̃

β j = 0 and all other solutions ˆ̃
β other satisfy ˆ̃

β other, j = 0.

Proof. The first part follows due to the strict convexity of the objective function.
Consider now the case pK > n. The (necessary and sufficient) conditions for ˆ̃

β to
be a solution of the Group-Lasso problem (5.18) are (see Lemma 4.2)

‖∇WH̃(
ˆ̃
β ) j‖2 = λ1 for ˆ̃

β j 6= 0

‖∇WH̃(
ˆ̃
β ) j‖2 ≤ λ1 for ˆ̃

β j = 0.

Regarding uniqueness of the pattern of zeroes, we argue as in the proof of Lemma

2.1. Suppose that there are two solutions ˆ̃
β
(1)

and ˆ̃
β
(2)

having ˆ̃
β
(1)

j = 0 and

‖∇WH̃(
ˆ̃
β
(1)
) j‖2 = c < λ1 but ˆ̃

β
(2)

j 6= 0. Use that the set of all solutions is convex,
and thus
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ˆ̃
β ρ = (1−ρ) ˆ̃

β
(1)

+ρ
ˆ̃
β
(2)

is also a minimizer for all ρ ∈ [0,1]. Since ˆ̃
β ρ, j 6= 0 (by assumption) we have that

‖∇WH̃(
ˆ̃
β ρ) j‖2 = λ1 for all ρ ∈ (0,1). Therefore, it holds for g(ρ) = ‖∇WH̃(

ˆ̃
β ρ) j‖2

that g(0) = c < λ1 and g(ρ) = λ1 for all ρ ∈ (0,1). But this is a contradiction to the
fact that g(·) is continuous. Therefore, if the regression coefficients in a component
j are all equal to zero (non-active) with ‖∇WH̃(

ˆ̃
β ) j‖2 < λ1, such a component j can

not be active (non-zero) in any other solution. 2

5.4.2 Alternative approaches

Another, more direct approach to incorporate smoothness could be achieved by ap-
plying appropriate regularization in the basis expansions in (5.2) using a suitable
choice of K. For example, if each additive function f j(·) is twice continuously dif-
ferentiable, we would use a basis expansion (e.g. spline functions) with K � n1/5

basis functions h j,k(·) (k = 1, . . .K):

f j(x) =
K

∑
k=1

β j,kh j,k(x).

We could then use the generalized group Lasso penalty (i.e. the sparsity penalty)

λ

p

∑
j=1
‖ f j‖n = λ

p

∑
j=1

√
β T

j HT
j Hjβ j/n,

where Hj = [h j,k(X
( j)
i )]i=1,...,n;k=1,...,K and β j = (β j,1, . . . ,β j,K)

T . Note that this pro-
cedure involves two tuning parameters as well, namely λ and K. When having un-
equally spaced design points X ( j)

i , the penalty in (5.4) or (5.14) typically performs
better as it is more flexible to adapt to unequal spacings and also to varying degree
of roughness of the true underlying additive functions.

Alternative possibilities of the penalty in (5.4) or (5.14) include the proposal
penλ1,λ2

= λ1 ∑
p
j=1 ‖ f j‖n + λ2 ∑

p
j=1 I2( f j) which basically leads again to a group

Lasso problem with an additional Ridge-type quadratic norm regularization (see
Problem 5.3). However, it appears to have theoretical drawbacks leading to severely
sub-optimal rates of convergence, i.e. the term λ2I2( f j) should appear within the
square root or without the power 2, see Chapter 8, Section 8.4.5.
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5.5 Numerical examples

In this section, we always use the penalized least squares estimator as in (5.14) with
B-spline basis expansions using K = b

√
nc. The regularization parameters λ1 and

λ2 are chosen via cross-validation.

5.5.1 Simulated example

We consider first a simulated example with n = 150, p = 200, s0 = 4 active func-
tions and signal to noise ratio approximately equal to 15. The model is

Yi = f1(X
(1)
i )+ f2(X

(2)
i )+ f3(X

(3)
i )+ f4(X

(4)
i )+ εi, εi i.i.d N (0,1),

with

f1(x) =−sin(2x), f2(x) = x2
2−25/12,

f3(x) = x, f4(x) = e−x−2/5 · sinh(5/2).

The covariates are simulated from independent Uniform(−2.5, 2.5) distributions
(which is a relatively “easy” scenario due to independence of the covariates). The
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Fig. 5.1 True functions f j (solid) and estimated functions f̂ j (dashed) for the first 6 components
of a single simulation run from the model in Section 5.5.1. Small vertical bars indicate original
data and gray vertical lines knot positions. The dotted lines are the function estimates when no
smoothness penalty is used, i.e. when setting λ2 = 0. The figure is taken from Meier et al. (2009).
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true and the estimated functions of a single simulation run are illustrated in Fig-
ure 5.1. We see that the additional smoothness penalty term with λ2 6= 0 yields
indeed smoother function estimates, although mostly at the fine scale. In addition,
the sparsity of the estimator is visible as it (correctly) infers that the fifth and sixth
covariates are noise variables (with corresponding smooth function being the triv-
ial zero function). Results of a larger simulation study (with in particular correlated
covariates) are reported in Meier et al. (2009) showing that the estimator with the
sparsity-smoothness penalty performs very well in comparison to other methods.

5.5.2 Motif regression

We introduced in Section 2.5.2 the problem of motif regression for the HIF1α tran-
scription factor. For our specific dataset, we have binding intensities Yi of the HIF1α

transcription factor at n = 287 regions of the DNA sequence. Moreover, for each re-
gion i, motif scores X (1)

i , . . . ,X (p)
i of p = 195 candidates are available. A motif itself

is a candidate for the binding site of the HIF1α transcription factor on the DNA
sequence, typically a 5–15bp (base pairs) long DNA sequence. The score X ( j)

i mea-
sures how well the jth motif is represented in the ith DNA region. The candidate list
of motifs and their corresponding scores were created with a variant of the MDScan
algorithm (Liu et al., 2002). The main goal is to find the relevant covariates.

We fit an additive model to this data with n = 287, p = 195 motif scores Xi =

(X (1)
i , . . .X (p)

i )T and with response Yi describing the real-valued log-transformed
binding intensity of the transcription factor in DNA region i:

Yi = µ +
195

∑
j=1

f j(X
( j)
i )+ εi.

We used 5 fold cross-validation to determine the prediction optimal tuning param-
eters yielding 28 active functions: that is, Ŝ = { j; ‖ f̂ j‖n 6= 0} = { j; β̂ j 6= 0} has
cardinality 28. To assess the stability of the estimated model, we performed a non-
parametric bootstrap analysis. At each of the 100 bootstrap samples, we fit the model
with the fixed optimal tuning parameters from above. The two functions which are
selected most often in the bootstrapped estimates are depicted in Figure 5.2, i.e. the
two most “stable” selections and and their refit using the original data. Chapter 10
will discuss in more detail about bootstrapping and stable variable selection. While
the left-hand side plot shows an approximate linear relationship, the effect of the
other motif seems to diminish for larger values. In fact, the right panel corresponds
to a true (known) binding site. Regarding the motif corresponding to the left panel,
a follow-up experiment showed that the transcription factor does not directly bind
to this motif, and we may view it as an interesting candidate for a binding site of
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a co-factor (another transcription factor) which would need further experimental
validation.

Fig. 5.2 Motif regression. Estimated functions f̂ j (refitted on original data) of the two most stable
motifs. Small vertical bar indicate original data. The right panel corresponds to a true known motif
while the left panel indicates an interesting candidate for a binding site of a co-factor. The figure is
taken from Meier et al. (2009).

We use this real-data example as an illustration that fitting additive models in high
dimensions is indeed feasible. It has the potential for better prediction, in this case
yielding an improvement of the cross-validated prediction error of about 20% in
comparison to a Lasso-estimated linear model, or for better variable selection than
with regularized linear modeling.

5.6 Prediction and variable selection

For prediction, we measure the squared discrepancy ‖ f̂ − f 0‖2
n between the esti-

mated additive function f̂ and the true function f 0. This is closely related to the
squared test-sample prediction error E[( f̂ (Xnew)−Ynew)

2] =E[( f̂ (Xnew)− f (Xnew))
2]

+Var(ε), where E is with respect to a new test observation (Xnew,Ynew). The theory
about prediction and function estimation in the high-dimensional additive modeling
framework is presented in Chapter 8, Section 8.4.

A key assumption for deriving consistency ‖ f̂ − f 0‖2
n = oP(1) of the estimator in

(5.5), and (5.6) as a special case, is sparsity in the sense that

λ1

p

∑
j=1
‖ f 0

j ‖n +λ2

p

∑
j=1

I( f 0
j ) = o(1)
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for λ1 � n−2/5 and λ2 � n−4/5
√

log(pn) and where I(.) is a smoothness semi-norm
such as I( f )=

∫
| f ′′(x)|2dx. The asymptotic relations for λ1 and λ2 are implicitly as-

suming that all f 0
j ’s are twice continuously differentiable. (See the Basic Inequality

in Section 8.4 appearing just before formula (8.5)).

For oracle (optimality) results, an additional compatibility condition on the design is
needed ensuring that it is not too strongly ill-posed. Furthermore, we require sparsity
of the active set

S0 = { j; ‖ f 0
j ‖n 6= 0}

whose cardinality is s0 = |S0|. Then, a result of the following form holds: if all f 0
j ’s

are twice continuously differentiable

‖ f̂ − f 0‖2
n = OP(s0

√
log(p)n−4/5/φ

2)

assuming that p� n and where φ 2 depends on the compatibility condition for the
design. Thus, we achieve the optimal rate O(s0n−4/5) up to the factor

√
log(p) (and

1/φ 2) which is the price of not knowing which additive functions are active. See
Theorem 8.2 in Section 8.4.

Analogous in spirit as in Section 2.5 for the Lasso, we can derive a variable screen-
ing property, assuming that the non-zero `2-norms of the coefficient vectors within
groups (corresponding to the non-zero functions f 0

j ) are sufficiently large (the ana-
logue of the beta-min condition in formula (2.23) in Chapter 2) and requiring a
compatibility condition for the design matrix. Then, with high probability, for suit-
ably chosen penalty parameters λ1 and λ2, the sparsity-smoothness additive model
estimator selects at least all non-zero functions:

Ŝ = { j; ‖ f̂ j‖n 6= 0} ⊇ S0 = { j; ‖ f 0
j ‖n 6= 0}.

In view of the restrictive assumptions one needs for the Lasso in a linear model for
consistent variable selection, see Section 2.6 and Section 7.5.1, we do not pursue
this topic for additive models. From a practical point of view, it is much more real-
istic that we achieve a reasonably good variable screening result with much reduced
dimensionality where |Ŝ| is much smaller than the number p of all covariates.

5.7 Generalized additive models

The extension to generalized additive models is straightforward. The model relates
a univariate response variable Y and a high-dimensional covariate X as follows:

Y1, . . . ,Yn independent,
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g(E[Yi|Xi = x]) = f (x) = µ +
p

∑
j=1

f j(x( j)), (5.19)

where g(·) is a specified known link function, µ is the intercept term and f j are
smooth univariate functions as in (5.1). For identification purposes we assume that
all f j’s are centered, i.e.

n

∑
i=1

f j(X
( j)
i ) = 0

for j = 1, . . . , p. The design points Xi are allowed to be either fixed or random.

As in generalized linear models in (3.1), examples include Bernoulli- or Poisson-
distributed response variables. Typical link functions are described in Chapter 3.

Estimation of a high-dimensional generalized additive model can be done analo-
gously to (5.4) or (5.7):

µ̂, f̂1, . . . , f̂ p = argmin
µ; f1,..., fp∈F

−n−1
n

∑
i=1

log(p f (Xi)(Yi|Xi))+
p

∑
j=1

penλ1,λ2
( f j), (5.20)

where p f (x)(y|x) is the density of Y |X = x which depends only on f (x) = µ +

∑
p
j=1 f j(x( j)) and

penλ1,λ2
( f j) = λ1

p

∑
j=1
‖ f j‖n +λ2

p

∑
j=1

I( f j)

is as in (5.4) or (5.7). Note that we have to deal here with an unpenalized intercept
term µ . This does not create any further difficulties. The optimization can be done
along the lines described in Section 5.3.3 but using the negative gradient of the
negative log-likelihood loss and allowing for an unpenalized intercept term.

When using the alternative sparsity-smoothness penalty of group Lasso type from
(5.14), the optimization in (5.20) becomes a Group Lasso problem, as discussed in
Section 5.4.1, which involves here an additional unpenalized intercept term. The
algorithms presented in Section 4.7 can be used and they easily allow to deal with
additional unpenalized terms.

5.8 Linear model with varying coefficients

Another useful extension of the linear model in (2.1), but based on an additional
“time” component of the data structure, is a regression model observed at different
units, such as time, whose coefficients are smoothly changing:
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Yi(tr) = µ +
p

∑
j=1

β j(tr)X
( j)
i (tr)+ εi(tr), i = 1, . . . ,n, r = 1, . . . ,T, (5.21)

where {εi(tr); i= 1, . . . ,n,r = 1, . . .T} are i.i.d., independent of {Xi(tr); i= 1, . . . ,n,
r = 1, . . . ,T} and with E[εi(tr)] = 0. The covariates are either random or fixed
and the regression coefficients change smoothly with respect to tr, that is β j(·) are
smooth univariate functions. If the first covariate represents an intercept term, the
model (assuming p covariates plus an intercept) can be represented as

Yi(tr) = µ +β0(tr)+
p

∑
j=1

β j(tr)X
( j)
i (tr)+ εi(tr),

with identifiability constraint ∑
T
r=1 β0(tr) = 0.

The model (5.21) involves the estimation of p univariate smooth functions β j(·) and
thus, we exploit a close relation to the additive model in (5.1). We proceed similarly
by using the estimator:

µ̂, β̂1, . . . , β̂p =

argmin
µ;β1,...,βp∈F

(
T−1n−1

T

∑
r=1

n

∑
i=1

(Yi(tr)−µ−
p

∑
j=1

β j(tr)X
( j)
i (tr))2 +

p

∑
j=1

penλ1,λ2
(β j)

)
,

(5.22)

where F is a suitable class of functions (e.g. the Sobolev space of continuously
differentiable functions with square integrable second derivatives) and the sparsity-
smoothness penalty is as in (5.4),

penλ1,λ2
(β j) = λ1‖β j‖n +λ2I(β j),

or using the alternative sparsity-smoothness penalty of group Lasso type as in (5.14):

penλ1,λ2
(β j) = λ1

√
‖β j‖2

n +λ 2
2 I2(β j). (5.23)

Analogously to Proposition 5.1, when optimizing in (5.22) over the space of contin-
uously differentiable functions with square integrable second derivatives, the solu-
tions are natural cubic splines with knots at tr, r = 1, . . .T . This fact can be derived
analogously to the proof of Proposition 5.1. Due to the sparsity-smoothness penalty,
the solution will be sparse in the sense that some functions β̂ j(·)≡ 0, depending on
the data and the magnitude of the tuning parameters λ1 and λ2.

When using the penalty in (5.23), the estimator in (5.22) can be re-written in terms
of a (generalized) group Lasso problem, in an analogous way as in Section 5.4.1 for
the additive modeling estimator. We leave the details as Problem 5.4.
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5.8.1 Properties for prediction

The accuracy of the estimator in (5.22) can be measured in terms of estimating the
functions {β j(·); j = 1, . . . , p} or in terms of predicting a new response Ynew. We will
discuss in Chapter 8, Section 8.5 the prediction properties in the high-dimensional
context. Key assumptions for deriving consistency or oracle results are again of the
same nature as for the group Lasso or the Lasso: we need a sparsity assumption
and for oracle (optimality) results, we require an additional compatibility condition
which excludes ill-posed designs.

5.8.2 Multivariate linear model

It is interesting to make a connection to the multivariate regression model: if
X ( j)

i (tr) ≡ X ( j)
i for all tr, then the model in (5.21) becomes a multivariate linear

model

Yi(tr) = µ +
p

∑
j=1

β j(tr)X
( j)
i + εi(tr).

If we make no smoothness assumption on β j(·), that is the pT parameters β j(tr) ( j =
1, . . . , p; t = 1, . . . ,T ) are unrelated of each other, we obtain the standard multi-
variate linear model. The indices tr ∈ {1, . . .T} could then be replaced by indices
t ∈ {1, . . . ,T} since without smoothness, there is no need to consider closeness of
different tr’s.

We will show in Chapter 8, Sections 8.5 and 8.6, that without smoothness, we gain
relatively little over running the Lasso for all T regression problems separately. Si-
multaneous estimation as in (5.22) is advantageous in presence of smoothness struc-
ture for the regression coefficients with respect to tr. The theory shows for example
that when optimizing over the space of continuously differentiable functions, the es-
timator has much better performance than T single Lasso’s for T � (n/ log(p))1/4.

5.9 Multitask learning

We have briefly touched in the previous section on the multivariate linear model:

Yi(t) =
p

∑
j=1

β j(t)X
( j)
i + εi(t), i = 1, . . . ,n, t = 1, . . . ,T, (5.24)
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where {εi(t); i = 1, . . . ,n, t = 1, . . . ,T} are i.i.d., independent of {Xi; i = 1, . . . ,n},
with E[εi(t)] = 0, and the covariates are either fixed or random covariates. Note the
relation to the model in (5.21). There, the regression coefficients β j(tr) are struc-
tured as smooth univariate functions, and hence the appearance of the indices tr
which denote potentially non-equispaced points. Furthermore, the model in (5.21)
allows for different covariates X ( j)

i (tr) when varying r, a feature which we will in-
clude in the following extension of (5.24).

Consider the slight extension of (5.24) where the covariates may also change over
the indices t:

Yi(t) =
p

∑
j=1

β j(t)X
( j)
i (t)+ εi(t), i = 1, . . . ,n, t = 1, . . . ,T, (5.25)

where εi(t) are as in (5.24) and X ( j)
i (t) are either fixed or random covariates. This

model is the analogue of (5.21) but with no structure on the coefficients β j(t). Esti-
mation of the coefficients from the model in (5.25) can be seen as a special case of
a high-dimensional multitask learning problem (Caruana, 1997).

We can estimate the unknown parameters β j(t) either by using the Lasso for each
of the t = 1, . . . ,T regression separately, i.e.,

β̂ (t) = argmin
β1,...,βp

(
n−1

n

∑
i=1

(Yi(t)−
p

∑
j=1

β jX
( j)
i (t))2 +λ‖β‖1

)
, t = 1, . . . ,T.

As usual, the Lasso will be sparse that some β̂ j(t) = 0 for some indices j and t
but without exploiting any structure among the t = 1, . . .T different regressions.
The Lasso approach is easy and straightforward as it works by considering the T
regression problems separately.

Alternatively, we can use the group Lasso by considering the group vectors βG j =

(β j(1), . . . ,β j(T ))T for each j = 1, . . . , p:

{β̂ j(t); j = 1, . . . , p, t = 1, . . . ,T}

= argmin
{β j(t); j,t}

(
n−1T−1

n

∑
i=1

T

∑
t=1

(Yi(t)−
p

∑
j=1

β j(t)X
( j)
i (t))2 +λ

p

∑
j=1
‖βG j‖2

)
.

This group Lasso estimator has the sparsity property that for some covariates j,
the parameter estimates β̂ j(t) ≡ 0 for all indices t. In some applications this is a
desirable property, for example when doing variable selection in terms of covariates
j over all time points t.

We will show in Chapter 8, Section 8.6 that in terms of prediction, there is a gain by
a log(p) factor if T is large, in comparison to using the decoupled Lasso approach
over T individual univariate response regressions; see the discussion of Theorem 8.4
in Chapter 8. Furthermore, there are some differences in the underlying assumptions
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(about compatibility conditions or restricted eigenvalues for the underlying design
matrices): Lemma 8.6 (Chapter 8) shows that the conditions are becoming weaker
when considering the multivariate case simultaneously.

Problems

5.1. Consider the B-spline basis: for literature, see e.g. in Hastie et al. (2001). Ex-
amine formula (5.2) with K = 10. Where would you place the knots for the 10 · p
different B-spline basis functions?

5.2. Block coordinate descent Algorithm 4
Prove the characterization of a solution given in formula (5.8).

5.3. Consider the additive model estimator minimizing the function

‖Y−Hβ‖2
2/n+λ1

p

∑
j=1
‖ f j‖n +λ2

p

∑
j=1

I2( f j),

where f j is as in (5.2) and H as in Section 5.2.1. Show that this can be re-written
as a generalized group Lasso estimator by an appropriate extension of the design
matrix H.

5.4. Show that the optimization in (5.22) with the penalty in (5.23) can be re-written
as a generalized group Lasso problem.

5.5. Consider a multivariate linear model with correlated errors (and fixed covari-
ates):

Yi(t) =
p

∑
j=1

β j(t)X
( j)
i + εi(t), i = 1, . . . ,n, t = 1, . . . ,T,

where for εi = (εi(1), . . . ,εi(T ))T , ε1, . . . ,εn are i.i.d. NT (0,Σε).
(a) Assume that Σε is known. Write down the penalized maximum likelihood esti-
mator with group Lasso penalty.
(b) Consider the case where Σε is unknown. Assume that T is small relative to sam-
ple size n. What kind of procedure would you use to estimate Σε (and this estimate
could then be plugged-in to the expression derived in (a)).



Chapter 6

Theory for the Lasso

Abstract We study the Lasso, i.e., `1-penalized empirical risk minimization, for
general convex loss functions. The aim is to show that the Lasso penalty enjoys
good theoretical properties, in the sense that its prediction error is of the same or-
der of magnitude as the prediction error one would have if one knew a priori which
variables are relevant. The chapter starts out with squared error loss with fixed de-
sign, because there the derivations are the simplest. For more general loss, we de-
fer the probabilistic arguments to Chapter 14. We allow for misspecification of the
(generalized) linear model, and will consider an oracle that represents the best ap-
proximation within the model of the truth. An important quantity in the results will
be the so-called compatibility constant, which we require to be non-zero. The latter
requirement is called the compatibility condition, a condition with eigenvalue-flavor
to it. Our bounds (for prediction error, etc.) are given in explicit (non-asymptotic)
form.

6.1 Organization of this chapter

We start out in Section 6.2 with the case of squared error loss with fixed design.
The theoretical properties then follow from some rather straightforward inequali-
ties and a probability inequality for the error term. A key condition, encountered
here and also more generally, is the so-called compatibility condition, which is an
identifiability assumption in terms of the `1-norm of the coefficients in the model.

Once the theory for squared error loss is established, it is relatively clear how to ex-
tend the results to general loss. We will consider convex loss throughout this chapter.
With convexity, we are able to localize the problem (that is, one only needs to con-
sider a neighborhood of the “truth”, or more generally, a neighborhood of a linear
approximation of the ”truth”). The results can be found in Sections 6.3- 6.7. Af-
ter an introduction to general convex loss in Section 6.3, Section 6.4 discusses the
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so-called margin condition, which is the behavior of the theoretical risk near its min-
imizer. Section 6.5 provides a benchmark for how good empirical risk minimizers
behave if one knows the relevant variables. Section 6.6 gives conditions for consis-
tency of the Lasso, and Section 6.7 presents the main result: an oracle inequality
for the Lasso (see Theorem 6.4). Section 6.8 examines the `q-error of the Lasso, for
1≤ q≤ 2. A brief discussion of the weighted Lasso is given in Section 6.9.

This chapter is only about prediction error, and `q-error of estimated coefficients,
1 ≤ q ≤ 2, and not about the selection of variables (the latter topic will be treated
in Chapter 7). The results follow from a so-called Basic Inequality, which is a re-
formulation of the “arg min” property. This property is based on the fact that the
Lasso estimator is a penalized empirical risk minimizer and hence its penalized em-
pirical risk is not larger than that of any other parameter choice, in particular, that
of a suitable “oracle”. For the selection of variables, one takes the KKT conditions
as starting point (see Lemma 2.1, and also Section 7.5), instead of the “arg min”
property. For selection of variables, under only a compatibility condition, the Lasso
appears to be not well-calibrated. More refined two stage procedures (the adaptive
Lasso, see Section 7.6) have been proposed. As an intermediate zone, we study the
prediction error using the adaptively weighted Lasso and the related concave penal-
ties in Sections 6.10 and 6.11, returning to squared error loss with fixed design for
simplicity. These results will be applied in Chapter 7 to the variable selection prob-
lem.

The results are presented in a non-asymptotic form. To better understand their im-
plications, we sometimes present a short asymptotic formulation.

Actually, much of the effort goes into showing that the `1-penalty resembles the
`0-penalty. One could argue that this is a topic belonging to approximation theory,
rather than statistics. We refer to Candès and Tao (2005) and Donoho (2006) for im-
portant results in a noiseless setting. We consider in this chapter the prediction error
in a noisy setting. Due to the noise, this statistical problem is in a sense harder than
the corresponding noiseless deterministic problem. Yet, most of the random part
can be separated from the approximation theory part. The probabilistic arguments
are only briefly addressed in this chapter. They come down to showing that a certain
event, which we generically denote as T , has large probability. Most probabilistic
arguments are deferred to Chapter 14.

Some simple random matrices are considered in Section 6.12. There, we show that
the conditions on the empirical design matrix when the design is random can be
replaced by population counterparts on the population design, provided there is
enough sparsity (see Corollary 6.8).

We give a more detailed account of the compatibility condition in the last section
of this chapter, Section 6.13. There, its relation with conditions in the literature are
given, such as restricted eigenvalue conditions (Koltchinskii, 2009b; Bickel et al.,
2009) restricted isometry conditions (Candès and Tao, 2005), and coherence condi-
tions (Bunea et al., 2007a,b,c).
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6.2 Least squares and the Lasso

The aim of this section is to describe the main theoretical arguments for establishing
oracle inequalities for the Lasso. The easiest context to do this is the one of squared
error loss with fixed design. However, virtually all results carry over to more general
loss functions and to random design: see Sections 6.3- 6.7.

6.2.1 Introduction

The linear model, as described in Chapter 2, is

Yi =
p

∑
j=1

β jX
( j)
i + εi, i = 1, . . . ,n,

or, in matrix notation,
Y = Xβ + ε,

with Yn×1 the vector of responses, Xn×p the design matrix, and εn×1 the vector of
measurement errors. To simplify in this section, we assume that the design X is
fixed, and that ε is N (0,σ2I)-distributed. We moreover assume in Subsection 6.2.2
that the linear model holds exactly, with some “true parameter value” β 0. One may
argue that this can be done without loss of generality by a projection argument.1

We first sketch what we mean by an “ oracle inequality”. Suppose for the moment
that p ≤ n and that X has full rank p. Consider the least squares estimator in the
linear model

b̂ := (XT X)−1XT Y.

Then from standard least squares theory, we know that the prediction error

‖X(b̂−β
0)‖2

2/σ
2

is χ2
p-distributed, i.e., it has the chi-square distribution with p degrees of freedom.

In particular, this means that

E‖X(b̂−β 0)‖2
2

n
=

σ2

n
p.

1 Let EY := f0 be the regression of Y on X. One can study the estimator of the projection f0
LM :=

Xβ 0 of f0 on the span of the columns of X, and, by orthogonality (Pythagoras’ Theorem), separate
the estimation of f0

LM from the model bias ‖f0
LM− f0‖2. (See also Koltchinskii et al. (2010b) for

refined projection arguments.) We note however that projection arguments are less straightforward
when minimizing over only a subset of β ’s, and that moreover, for other loss functions, projection
arguments will be more involved, or that in fact a separation between estimation and approximation
error is not possible.
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In words: after reparametrizing to orthonormal design, each parameter β 0
j is esti-

mated with squared accuracy σ2/n, j = 1, . . . , p. The overall squared accuracy is
then (σ 2/n)× p.

We now turn to the situation where possibly p > n. The philosophy that will gener-
ally rescue us, is to “believe” that in fact only a few, say s0, of the β 0

j are non-zero.
We use the notation

S0 := { j : β
0
j 6= 0},

so that s0 = |S0|. We call S0 the active set, and s0 the sparsity index of β 0. If we
would know S0, we could simply neglect all variables X( j) with j /∈ S0. Then, by the
above argument, the overall squared accuracy would be (σ2/n)× s0.

Because S0 is not known, one needs some kind of regularization penalty. A, both
mathematically and computationally, sensible choice is the `1-penalty, i.e., the Lasso

β̂ := argmin
β

{
‖Y−Xβ‖2

2
n

+λ‖β‖1

}
.

Indeed, the Lasso turns out to have good theoretical properties, as we will show in
Corollary 6.2. Loosely speaking, we show that, with a proper choice for λ (of order
σ
√

log p/n), one has the “oracle inequality”

‖X(β̂ −β 0)‖2
2

n
≤ const.

σ2 log p
n

s0,

with large probability. For the “const.” here, one can find explicit values which only
depend on p or n through the (scaled) Gram matrix Σ̂ := XT X/n. Note that we have
inserted an additional (log p)-factor, which can be seen as the price to pay for not
knowing the active set S0 (see also Donoho and Johnstone (1994)).

One may argue that our oracle is somewhat too modest. There may for example be
very many non-zero |β 0

j | which are actually very small (say smaller than the noise
level

√
σ2/n). Indeed, in that case, one would rather want to have an oracle bound

which is proportional to the number of significantly non-zero β 0
j times σ2 log p/n.

This extension is mathematically of the same nature as the extension where the
linear model is not assumed to hold exactly, which will be treated in Subsection
6.2.3.

6.2.2 The result assuming the truth is linear

The basis of all our derivations (as far as prediction error is concerned; for model
selection we will use additional arguments) is the following so-called Basic Inequal-
ity.
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Lemma 6.1. (Basic Inequality) We have

‖X(β̂ −β
0)‖2

2/n+λ‖β̂‖1 ≤ 2ε
T X(β̂ −β

0)/n+λ‖β 0‖1.

Proof. This is simply rewriting the inequality

‖Y−Xβ̂‖2
2/n+λ‖β̂‖1 ≤ ‖Y−Xβ

0‖2
2/n+λ‖β 0‖1.

tu
For the case of quadratic loss, the term

2ε
T X(β̂ −β

0)/n (6.1)

will be called the “empirical process” part of the problem. It is the term where the
measurement error plays a role, i.e., the random part. The empirical process part
for quadratic loss can be easily bounded in terms of the `1-norm of the parameters
involved:

2|εT X(β̂ −β
0)| ≤

(
max

1≤ j≤p
2|εT X( j)|

)
‖β̂ −β

0‖1. (6.2)

The idea of the penalty is that it should typically “overrule” the empirical process
part. Let us therefore introduce the set

T :=
{

max
1≤ j≤p

2|εT X( j)|/n≤ λ0

}
.

where we assume (quite arbitrarily) that λ ≥ 2λ0 to make sure that on T we can get
rid of the random part of the problem.

It is not difficult to show that for a suitable value of λ0, the set T has large proba-
bility. Indeed, with Gaussian errors, the argument goes as follows. Let us denote the
diagonal elements of the Gram matrix (scaled by 1/n) Σ̂ := XT X/n, by

σ̂
2
j := Σ̂ j, j, j = 1, . . . , p.

Lemma 6.2. Suppose that σ̂2
j = 1 for all j. Then we have for all t > 0, and for

λ0 := 2σ

√
t2 +2log p

n
,

IP(T )≥ 1−2exp[−t2/2].

Proof. As σ̂2
j = 1, we know that Vj := εT X( j)/(

√
nσ2) is N (0,1)-distributed. So

IP
(

max
1≤ j≤p

|Vj|>
√

t2 +2log p
)
≤ 2pexp

[
− t2 +2log p

2

]
= 2exp

[
− t2

2

]
.
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tu
We now first apply Lemmas 6.1 and 6.2 to establish consistency of the Lasso. The
result is analogous to Greenshtein (2006) (see also our discussion in Chapter 2).

Corollary 6.1. (Consistency of the Lasso) Assume that σ̂2
j = 1 for all j. For some

t > 0, let the regularization parameter be

λ = 4σ̂

√
t2 +2log p

n
,

where σ̂ is some estimator of σ . Then with probability at least 1−α , where

α := 2exp[−t2/2]+ IP(σ̂ ≤ σ),

we have
2‖X(β̂ −β

0)‖2
2/n≤ 3λ‖β 0‖1.

Asymptotics We conclude that taking the regularization parameter λ of order√
log p/n, and assuming that the `1-norm for the true β 0 is of smaller order than√
n/ log p, results in consistency of the Lasso. The paper Bartlett et al. (2009)

presents - modulo log-terms - the corresponding result for the case of random design
(see also Theorem 14.6 in Chapter 14, which is from Guédon et al. (2007)).

We need that the estimator σ̂ of σ is well-chosen, i.e., not too small, but also not
much too large. One may consider the estimator

σ̂
2 := YT Y/n

(after centering Y, see also Section 6.92). The signal-to-noise ratio is

SNR :=
‖Xβ 0‖2√

nσ
.

By Problem 6.1, for any reasonable signal-to-noise ratio SNR, the estimator σ̂2 =
YT Y/n satisfies σ ≤ σ̂ ≤ const.σ , with the “const.” well under control.

We now return to the more refined oracle inequality. To exploit the sparsity of β 0, we
need to introduce some more notation. Let us write, for an index set S⊂ {1, . . . , p},

β j,S := β jl{ j ∈ S},

and (hence)

2 Generally, in practice, one first centers both the X( j) as well as Y, and then proceeds with the
Lasso on the centered data. Equivalently, one may keep an intercept, but leave the intercept un-
penalized. As the centered Y no longer has independent components, and we also as yet do not
consider unpenalized terms, our theory does not immediately go through. However, no essentially
new arguments are required to deal with the situation. To avoid digressions, we do not treat the
issue here, but defer it to Section 6.9.
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β j,Sc := β jl{ j /∈ S}.

Thus βS has zeroes outside the set S, and the elements of βSc can only be non-zero
in the complement Sc of S. Clearly, β = βS +βSc . The next lemma is a starting point
for the deterministic part of the problem.

Lemma 6.3. We have on T , with λ ≥ 2λ0,

2‖X(β̂ −β
0)‖2

2/n+λ‖β̂Sc
0
‖1 ≤ 3λ‖β̂S0 −β

0
S0
‖1.

Proof. On T , by the Basic Inequality, and using 2λ0 ≤ λ ,

2‖X(β̂ −β
0)‖2

2/n+2λ‖β̂‖1 ≤ λ‖β̂ −β
0‖1 +2λ‖β 0‖1.

But on the left-hand side, using the triangle inequality,

‖β̂‖1 = ‖β̂S0‖1 +‖β̂Sc
0
‖1 ≥ ‖β 0

S0
‖1−‖β̂S0 −β

0
S0
‖1 +‖β̂Sc

0
‖1,

whereas on the right-hand side, we can invoke

‖β̂ −β
0‖1 = ‖β̂S0 −β

0
S0
‖1 +‖β̂Sc

0
‖1.

tu
We will need certain conditions on the design matrix to make the theory work.
These conditions will be referred to as “compatibility conditions”, as they require a
certain compatibility of `1-norms with `2-norms. In fact, a compatibility condition
is nothing else than simply an assumption that makes our proof go through.

In Lemma 6.3 above, a term involving the `1-norm ‖β̂S0−β 0
S0
‖1 occurs on the right-

hand side. To get rid of it, we want to somehow incorporate it into the term 2‖X(β̂−
β 0)‖2

2/n at the left-hand side. Now clearly, by the Cauchy-Schwarz inequality, we
can replace the `1-norm by the `2-norm, paying a price

√
s0:

‖β̂S0 −β
0
S0
‖1 ≤

√
s0‖β̂S0 −β

0
S0
‖2.

We are now in the `2-world, where we have to relate ‖β̂S0−β 0
S0
‖2 to ‖X(β̂ −β 0)‖2.

Recall the (scaled) Gram matrix

Σ̂ := XT X/n,

so that
‖X(β̂ −β

0)‖2
2/n = (β̂ −β

0)T
Σ̂(β̂ −β

0).

If for some constant φ0 > 0,

‖β̂ 0
S0
−β

0
S0
‖2

2 ≤ (β̂ −β
0)T

Σ̂(β̂ −β
0)/φ

2
0 , (6.3)
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we can continue our chain of inequalities in a desirable way. However, as β̂ is ran-
dom, we need inequalities for a whole class of β ’s. It may be too rough to require
(6.3) for all β , as this needs Σ̂ to be non-singular (which is of course troublesome:
with p > n, Σ̂ is always singular). However, we know from Lemma 6.3, that on T ,

‖β̂Sc
0
‖1 ≤ 3‖β̂S0 −β

0
S0
‖1.

Thus we may restrict ourselves to such β (provided T has large probability). The
compatibility condition is exactly this.

Compatibility condition We say that the compatibility condition is met for the set
S0, if for some φ0 > 0, and for all β satisfying ‖βSc

0
‖1 ≤ 3‖βS0‖1, it holds that

‖βS0‖
2
1 ≤

(
β

T
Σ̂β

)
s0/φ

2
0 . (6.4)

We remark that the constant 3 appearing in this definition is quite arbitrary. It can
be replaced by any constant bigger than 1, when we adjust some other constants (in
particular in the lower bound for λ ).

The next question is then of course: when does this compatibility condition actu-
ally hold? We first recall that if in (6.4), we replace ‖βS0‖2

1 by its upper bound
s0‖βS0‖2

2, the condition is similar to a condition on the smallest eigenvalue of Σ̂ .
But the restriction ‖βSc

0
‖1 ≤ 3‖βS0‖1 puts a limitation on the set of β ’s for which

(6.4) is required, so that it is in fact weaker than imposing non-zero eigenvalues.
Note further that it can not be checked in practice, as S0 is unknown. If its cardinal-
ity s0 = |S0| were known, it is of course sufficient to check the inequalities for all
sets S ⊂ {1, . . . , p} with cardinality s0. This is called the restricted eigenvalue as-
sumption in Bickel et al. (2009). The assumption can also be found in Koltchinskii
(2009a,b). We call φ 2

0 a compatibility constant (and following Bickel et al. (2009),
sometimes refer to it as a (lower bound for the) restricted eigenvalue) of the matrix
Σ̂ . Finally, observe that we can merge s0/φ 2

0 into one constant, say ψ2
0 := s0/φ 2

0 . The
reason why we do not use this notation is solely to facilitate the interpretation. In
Section 6.13, we will further clarify the relation of compatibility conditions with re-
stricted eigenvalue conditions, coherence conditions (Bunea et al., 2006, 2007a,b,c)
and restricted isometry conditions (Candès and Tao, 2007). Furthermore, we show
in Section 6.12 that it suffices to have the compatibility condition with Σ̂ replaced
by a suitable approximation (Corollary 6.8) (for example a population variant Σ of
the empirical Gram matrix Σ̂ ).

An oracle inequality now reads as follows.

Theorem 6.1. Suppose the compatibility condition holds for S0. Then on T , we
have for λ ≥ 2λ0,

‖X(β̂ −β
0)‖2

2/n+λ‖β̂ −β
0‖1 ≤ 4λ

2s0/φ
2
0 .
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The theorem combines two results. Firstly, it shows the bound

‖X(β̂ −β
0)‖2

2/n≤ 4λ
2s0/φ

2
0

for the prediction error. And secondly, it gives the bound

‖β̂ −β
0‖1 ≤ 4λ s0/φ

2
0

for the `1-error. (Both bounds hold on T .) In Section 6.8, we present the implied
bounds on the `q-error, 1< q≤ 2, assuming there a stronger compatibility condition.

Proof of Theorem 6.1. We continue with Lemma 6.3. This gives

2‖X(β̂ −β
0)‖2

2/n+λ‖β̂ −β
0‖1

= 2‖X(β̂ −β
0)‖2

2/n+λ‖β̂S0 −β
0
S0
‖1 +λ‖β̂Sc

0
‖1

≤ 4λ
√

s0‖X(β̂ −β
0)‖2/(

√
nφ0)

≤ ‖X(β̂ −β
0)‖2

2/n+4λ
2s0/φ

2
0 ,

where we inserted the compatibility condition in the first inequality, and used

4uv≤ u2 +4v2

in the second inequality. tu
Combining Theorem 6.1 with the probabilistic statement of Lemma 6.2 to handle
the set T , gives the following corollary.

Corollary 6.2. Assume that σ̂2
j = 1 for all j and that the compatibility condition

holds for S0, with Σ̂ normalized in this way. For some t > 0, let the regularization
parameter be

λ := 4σ̂

√
t2 +2log p

n
,

where σ̂2 is an estimator of the noise variance σ2. Then with probability at least
1−α , where

α := 2exp[−t2/2]+ IP(σ̂ ≤ σ),

we have
‖X(β̂ −β

0)‖2
2/n+λ‖β̂ −β

0‖1 ≤ 4λ
2s0/φ

2
0 .

We remark that it is straightforward to extend the situation to the case of indepen-
dent, centered, non-Gaussian errors. One may use for example the moment inequal-
ity

E
(

max
1≤ j≤p

|εT X( j)|
)2

≤ 8log(2p)
n

∑
i=1

(
max

1≤ j≤p
|X ( j)

i |
)2

Eε
2
i (6.5)
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(this is up to constants Nemirovski’s inequality, see Dümbgen et al. (2010), and see
also Example 14.3), i.e., it is possible to prove similar results, assuming only second
moments of the errors, and (say) bounded co-variables X ( j) (Problem 6.2).

The normalization with σ̂2
j = 1 for all j is quite natural, and often used in practice.

Tacitly assuming the covariables are centered, σ̂2
j is simply the (sample) variance of

X( j), and the normalization puts all covariables on the same scale. It is equivalent to
defining β̂ as

β̂ := argmin
β

{
‖Y−Xβ‖2

2
n

+λ

p

∑
j=1

σ̂ j|β j|

}
,

i.e., to taking the weighted `1-penalty pen(β ) := ∑
p
j=1 σ̂ j|β j|. Of course, with all

ones on the diagonal, the matrix Σ̂ is rather a correlation matrix. In some situations
(in particular with random X( j)), the distinction will be stressed by writing R̂ :=
diag(Σ̂)−1/2Σ̂ diag(Σ̂)−1/2 for the normalized Σ̂ . Recall that the normalization is
only used in Lemma 6.2. It leads to good bounds for the probability of the set T .
Such bounds of course also hold under more general conditions.

Note finally that
σ̂

2
j |β j|2 = ‖X( j)

β j‖2
2/n,

in other words, the weighted `1-norm is the `1-norm of the vector of `2-norms of the
individual linear functions X( j)β j. Such a viewpoint will help us to generalize to the
group Lasso penalty (see Subsection 4.5.1 and Section 8.3). Section 6.9 provides a
discussion of more general weights.

6.2.3 Linear approximation of the truth

We extend the theory to the case where

EY := f0

is possibly not a sparse linear combination of the variables X( j). One then still has
the Basic Inequality of Lemma 6.1, albeit with an additional term representing the
approximation error: for any vector β ∗,

‖Xβ̂ − f0‖2
2/n+λ‖β̂‖1 ≤ 2ε

T X(β̂ −β
∗)/n+λ‖β ∗‖1 +‖Xβ

∗ − f0‖2
2/n. (6.6)

We can carry out our chain of inequalities as before, taking along the additional term
‖Xβ ∗ − f0‖2

2/n at every step. One then finds on T , and assuming λ ≥ 4λ0 (instead
of λ ≥ 2λ0 as we did in the previous section),

4‖Xβ̂ − f0‖2
2/n+3λ‖β̂Sc∗‖1 ≤ 5λ‖β̂S∗ −β

∗
S∗‖1 +4‖Xβ

∗ − f0‖2
2/n,
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where S∗ := { j : β ∗j 6= 0}. (Note that S∗ depends on β ∗, and that β ∗ is as yet ar-
bitrary.) Due to the approximation error term ‖Xβ ∗ − f0‖2, we cannot directly con-
clude anymore that ‖β̂Sc∗‖1 ≤ 3‖β̂S∗ −β ∗S∗‖1. To handle this, we take the following
approach. One of the two expressions on the right-hand side is the larger one. Either
(Case i))

λ‖β̂S∗ −β
∗
S∗‖1 ≥ ‖Xβ

∗ − f0‖2
2/n,

or (Case ii))
λ‖β̂S∗ −β

∗
S∗‖1 < ‖Xβ

∗ − f0‖2
2/n.

So it must hold that either (Case i))

4‖Xβ̂ − f0‖2
2/n+3λ‖β̂Sc∗‖1 ≤ 9λ‖β̂S∗ −β

∗
S∗‖1,

or (Case ii))
4‖Xβ̂ − f0‖2

2/n+3λ‖β̂Sc∗‖1 ≤ 9‖Xβ
∗ − f0‖2

2/n,

(or both). In the first case, we again find ‖β̂Sc∗‖1 ≤ 3‖β̂S∗ −β ∗S∗‖1, and we can go on
as before, invoking the compatibility condition for general sets (see below). In the
second case, we consider the argument done, as the obtained inequality is already
quite good if β ∗ well-chosen (see below).

The compatibility condition considers sets { j : β ∗j 6= 0} for general β ∗, i.e., it con-
siders general sets S.

Compatibility condition (for general sets) We say that the compatibility condition
holds for the set S, if for some constant φ(S) > 0, and for all β , with ‖βSc‖1 ≤
3‖βS‖1, one has

‖βS‖2
1 ≤

(
β

T
Σ̂β

)
|S|/φ

2(S).

Let S be some given collection of index sets S for which the compatibility condition
holds.

Definition of the oracle We define the oracle β ∗ as

β
∗ = arg min

β : Sβ∈S

{
‖Xβ − f0‖2

2/n+
4λ 2sβ

φ 2(Sβ )

}
, (6.7)

where Sβ := { j : β j 6= 0}, and where sβ := |Sβ | denotes the cardinality of Sβ .

The factor 4 in the right hand side of (6.7) comes primarily from our choice λ ≥ 4λ0.

Note that we may define the oracle as minimizing over all β , with the convention
φ(S) = 0 if the compatibility condition does not hold for S. On the other hand, if
f 0 = fβ 0 is linear, we may want to take S = {S0}.
We use the shorthand notation S∗ := Sβ ∗ , s∗ = |S∗|, and φ∗ := φ(S∗). In other words,
given a set S, we first look for the best approximation of f0 using only non-zero
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coefficients inside the set S:

bS := arg min
β=βS
‖Xβ − f0‖2.

We write fS := XbS. Thus fS is the projection of f0 on the space spanned by the
variables {X ( j)} j∈S. We then minimize over all S ∈ S , with an `0-penalty, i.e., a
penalty on the size of S, penalizing as well a small compatibility constant:

S∗ := arg min
S∈S

{
‖fS− f0‖2

2/n+
4λ 2|S|
φ 2(S)

}
.

The oracle is β ∗ = bS∗ .

Theorem 6.2. Assume that σ̂2
j = 1 for all j and that the compatibility condition

holds for all S ∈S , with Σ̂ normalized in this way. For some t > 0, let the regular-
ization parameter be

λ = 8σ̂

√
t2 +2log p

n
,

where σ̂2 is some estimator of the noise variance σ2. Then with probability at least
1−α , where

α := 2exp[−t2/2]+ IP(σ̂ ≤ σ),

we have

2‖Xβ̂ − f0‖2
2/n+λ‖β̂ −β

∗‖1 ≤ 6‖Xβ
∗ − f0‖2

2/n+
24λ 2s∗

φ 2
∗

. (6.8)

We emphasize that in our definition of the oracle β ∗, one is free to choose the col-
lection S over which is minimized (assuming the compatibility condition for all
S ∈S , or even some S ∈S ). In particular, when f0 = Xβ 0 and S = {S0}, with
S0 := Sβ0 , gives β ∗ = β0 and hence, we obtain

2‖Xβ̂ − f0‖2
2/n+λ‖β̂ −β

0‖1 ≤
24λ 2s0

φ 2
0

,

where φ0 = φ(S0) and s0 = |S0|. For a larger collection of sets S , the right-hand
side of (6.8) can be much smaller, i.e., then one has a better bound for the prediction
error ‖Xβ̂ − f0‖2

2/n. In addition, one now has the bound for the `1-error ‖β̂ −β ∗‖1.
One may object that the oracle β ∗ is difficult to interpret, so that ‖β̂ −β ∗‖1 is a less
interesting quantity to look at. However, one can use of course the triangle inequality

‖β̂ −β
0‖1 ≤ ‖β̂ −β

∗‖1 +‖β ∗ −β
0‖1.

The term ‖β ∗ − β 0‖1 can easily be bounded by the right-hand side of (6.8) plus
λ‖β 0

S0\S∗‖1 (see Problem 6.4). Finally, by the triangle inequality, (6.8) implies
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2‖Xβ̂ − f0‖2
2/n+λ‖β̂ −β

0‖1 ≤ 6‖Xβ
∗ − f0‖2

2/n+
24λ 2s∗

φ 2
∗

+λ‖β ∗ −β
0‖1.

In view of the latter it would also make sense to reformulated the oracle to

β
∗ = arg min

β : Sβ∈S

{
‖Xβ − f0‖2

2/n+
4λ 2sβ

φ 2(Sβ )
+λ‖β −β

0‖1/6

}
.

In fact, the particular definition of the oracle plays only a limited role. The vector β ∗

is chosen to optimize the result in a certain way. Throughout, our statements may
also be seen as holding for any fixed β ∗. We note however that when considering
general loss in the next sections, we will need that the chosen β ∗ has a small enough
approximation error, as this will be used to localize the problem.

Proof of Theorem 6.2.

Case i) On T , whenever

λ‖β̂S∗ −β
∗
S∗‖1 ≥ ‖Xβ

∗ − f0‖2
2/n,

we have
4‖Xβ̂ − f0‖2

2/n+3λ‖β̂Sc∗‖1 ≤ 9λ‖β̂S∗ −β
∗
S∗‖1,

so then
4‖Xβ̂ − f0‖2

2/n+3λ‖β̂ −β
∗‖1 ≤ 12λ‖β̂S∗ −β

∗
S∗‖1

≤
12λ
√

s∗‖X(β̂ −β ∗)‖2√
nφ∗

≤ 24λ 2s∗
φ 2
∗

+2‖Xβ̂ − f0‖2
2/n+6‖Xβ

∗ − f0‖2
2/n.

Here, we use 12uv≤ 18u2 +2v2, and 12uv≤ 6u2 +6v2. Hence

2‖Xβ̂ − f0‖2
2/n+3λ‖β̂ −β

∗‖1 ≤ 6‖Xβ
∗ − f0‖2

2/n+
24λ 2s∗

φ 2
∗

.

Case ii) If on the other hand, on T ,

λ‖β̂S∗ −β
∗
S∗‖1 < ‖Xβ

∗ − f0‖2
2/n,

we get
4‖Xβ̂ − f0‖2

2/n+3λ‖β̂Sc∗‖1 ≤ 9‖Xβ
∗ − f0‖2

2/n,

and hence
4‖Xβ̂ − f0‖2

2/n+3λ‖β̂ −β
∗‖1 ≤ 12‖Xβ

∗ − f0‖2
2/n.

tu
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6.2.4 A further refinement: handling smallish coefficients

The oracle, as defined in the previous section, trades off the approximation error
with an `0-penalty including a restricted eigenvalue. We now refine this to a trade-
off including both `0- and `1-penalties. Namely, for each S, we define

Ssub := arg min
S◦⊂S

{
3λ 2|S◦|
φ 2(S◦)

+λ‖(bS)S\S◦‖1

}
.

This means that the smaller coefficients bS
j go into the `1-penalty, and the larger

ones in the `0-penalty. Putting fewer coefficients into the `0-penalty will generally
increase (and hence improve) the value for the restricted eigenvalue φ 2(S◦). Indeed,
for S◦ ⊂ S, one has

φ
2(S◦)/|S◦| ≥ φ

2(S)/|S|

(see Lemma 6.19).

Definition of the oracle Let

S∗ := arg min
S∈S

{
3‖fS− f0‖2

2/n

+
12λ 2|Ssub|
φ 2(Ssub)

+4λ‖(bS)S\Ssub‖1

}
.

The oracle is β ∗ := bS∗ .

We use the short-hand notation ssub
∗ := |Ssub

∗ | and φ sub
∗ := φ(Ssub

∗ ).

Theorem 6.3. On the set

T :=
{

max
1≤ j≤p

2|εT X( j)|/n≤ λ0

}
,

we have, for λ ≥ 4λ0,

2‖Xβ̂ − f0‖2
2/n+λ‖β̂ −β

∗‖1

≤ 6‖Xβ
∗ − f0‖2

2/n+
24λ 2ssub

∗
(φ sub
∗ )2 +8λ‖β ∗S∗\Ssub∗

‖1.

By replacing (for some S) Ssub by the (sub-optimal) choice S◦ := /0, Theorem 6.3
implies the bound

2‖Xβ̂ − f0‖2
2/n+λ‖β̂ −bS‖1 ≤ 6‖XbS− f0‖2

2/n+8λ‖bS‖1 ∀ S,

on T . On the other hand, replacing Ssub by the (sup-optimal) choice S◦ := S gives
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2‖Xβ̂ − f0‖2
2/n+λ‖β̂ −bS‖1 ≤ 6‖XbS− f0‖2

2/n+
24λ 2|S|
φ 2(S)

∀ S.

In other words, Theorem 6.3 combines a consistency result (compare with Corollary
6.1) with an oracle result (Theorem 6.2).

Proof of Theorem 6.3. Throughout, we assume we are on T . By the Basic Inequal-
ity

‖Xβ̂ − f0‖2
2/n+λ‖β̂‖1 ≤ λ0‖β̂ −β

∗‖1 +λ‖β ∗‖1 +‖Xβ
∗ − f0‖2

2/n.

So
‖Xβ̂ − f0‖2

2/n+λ‖β̂Sc∗‖1 +λ‖β̂Ssub∗
‖1 +λ‖β̂S∗\Ssub∗

‖1

≤ λ0‖β̂Sc∗‖1 +λ0‖β̂Ssub∗
−β

∗
Ssub∗
‖1 +λ0‖β̂S∗\Ssub∗

‖1

+λ‖β ∗Ssub∗
‖1 +(λ +λ0)‖β ∗S∗\Ssub∗

‖1 +‖Xβ
∗ − f0‖2

2/n.

Take the term λ‖β̂Ssub∗
‖1 to the right hand side, and use the triangle inequality

λ‖β ∗Ssub∗
‖1−λ‖β̂Ssub∗

‖1 ≤ λ‖β̂Ssub∗
−βSsub∗

‖1.

Moreover, take both terms λ0‖β̂Sc∗‖1 and λ0‖β̂S∗\Ssub∗
‖1 to the left hand side. This

gives
‖Xβ̂ − f0‖2

2/n+(λ −λ0)‖β̂Sc∗‖1 +(λ −λ0)‖β̂S∗\Ssub∗
‖1

≤ (λ +λ0)‖β̂Ssub∗
−β

∗
Ssub∗
‖1 +(λ +λ0)‖β ∗S∗\Ssub∗

‖1 +‖Xβ
∗ − f0‖2

2/n.

Now, on the left hand side, use the inequality

‖β̂S∗\Ssub∗
−β

∗
S∗\Ssub∗

‖1 ≤ ‖β̂S∗\Ssub∗
‖1 +‖β ∗S∗\Ssub∗

‖1.

We then obtain

‖Xβ̂ − f0‖2
2/n+(λ −λ0)‖β̂(Ssub∗ )c −β

∗
(Ssub∗ )c‖1

≤ (λ +λ0)‖β̂Ssub∗
−β

∗
Ssub∗
‖1 +2λ‖β ∗S∗\Ssub∗

‖1 +‖Xβ
∗ − f0‖2

2/n.

Next, we use our assumption λ ≥ 4λ0. We arrive at

4‖Xβ̂ − f0‖2
2/n+3λ‖β̂(Ssub∗ )c −β

∗
(Ssub∗ )c‖1

≤ 5λ‖β̂Ssub∗
−β

∗
Ssub∗
‖1 +8λ‖β ∗S∗\Ssub∗

‖1 +4‖Xβ
∗ − f0‖2

2/n.

We now invoke the “Case i)/Case ii)” argument. One of the two expressions in the
right-hand side is the larger one. Either (Case i))
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λ‖β̂Ssub∗
−β

∗
Ssub∗
‖1 ≥ 2λ‖β ∗S∗\Ssub∗

‖1 +‖Xβ
∗ − f0‖2

2/n,

or (Case ii)

λ‖β̂Ssub∗
−β

∗
Ssub∗
‖1 < 2λ‖β ∗S∗\Ssub∗

‖1 +‖Xβ
∗ − f0‖2

2/n.

So it must hold that either (Case i))

4‖Xβ̂ − f0‖2
2/n+3λ‖β̂(Ssub∗ )c −β

∗
(Ssub∗ )c‖1 ≤ 9λ‖β̂Ssub∗

−β
∗
Ssub∗
‖1,

or (Case ii))

4‖Xβ̂ − f0‖2
2/n+3λ‖β̂(Ssub∗ )c −β

∗
(Ssub∗ )c‖1 ≤ 10λ‖β ∗S∗\Ssub∗

‖1 +9‖Xβ
∗ − f0‖2

2/n,

(or both). In Case i), we can use the same argument as its version in the proof of
Theorem 6.2. In Case ii), we have

4‖Xβ̂ − f0‖2
2/n+3λ‖β̂ −β

∗‖1 ≤ 16λ‖β ∗S∗\Ssub∗
‖1 +12‖Xβ

∗ − f0‖2
2/n,

tu

6.3 The setup for general convex loss

The results in this section are based on Loubes and van de Geer (2002), van de
Geer (2007) and van de Geer (2008). We extend the framework for squared error
loss with fixed design to the following scenario. Consider data {Zi}n

i=1, with (for
i = 1, . . . ,n) Zi in some space Z . Let F be a (rich) parameter space, and, for each
f ∈ F, ρ f : Z → R be a loss function. We assume that F := (F,‖ · ‖) is a normed
real vector space, and that the map f 7→ ρ f (z) is convex for all z ∈Z . For example,
in a regression setup, the data are (for i = 1, . . . ,n) Zi = (Xi,Yi), with Xi ∈X and
Yi ∈Y ⊂R, and f is a regression function. Examples are then quadratic loss, where

ρ f (·,y) = (y− f (·))2,

or logistic loss, where

ρ f (·,y) =−y f (·)+ log(1+ exp[ f (·)]),

etc. See Chapter 3 for more examples. The regression f may also be vector-valued
(for example in multi-category classification problems, or in the case of normally
distributed responses with both the mean and the log-variance depending on a large
number of co-variables). The vector-valued situation however will typically have
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separate penalties for each component. This will be examined explicitly in Chapter
9, for possibly non-convex loss.

We denote, for a function ρ : Z → R, the empirical average by

Pnρ :=
n

∑
i=1

ρ(Zi)/n,

and the theoretical mean by

Pρ :=
n

∑
i=1

Eρ(Zi)/n.

Thus, Pn is the empirical measure that puts mass 1/n at each observation Zi (i =
1, . . . ,n), and P is the “theoretical” measure. The empirical risk, and theoretical risk,
at f , is defined as Pnρ f , and Pρ f , respectively. We furthermore define the target as
the minimizer of the theoretical risk

f 0 := argmin
f∈F

Pρ f .

We assume for simplicity that the minimum is attained (and that it is unique for the
‖ · ‖-norm). The target f 0 plays the rule of the “truth”, as in the previous section
with squared error loss.

For f ∈ F, the excess risk is

E ( f ) := P(ρ f −ρ f 0).

Note that by definition, E ( f )≥ 0 for all f ∈ F.

Consider a linear subspace F := { fβ : β ∈Rp} ⊂ F, where the map β 7→ fβ is lin-
ear. The collection F will be the model class, over which we perform empirical risk
minimization. When the loss ρ f is a minus-log-likelihood, the situation corresponds
to a generalized linear model (GLM) as described in Chapter 3. The class of linear
functions F is generally strictly smaller than F. In other words, the model may be
misspecified. Formally, one is allowed to take F =F , but this can affect our margin
conditions (see Section 6.4 for a definition of the margin condition).

Let us denote the the best linear approximation of the target f 0 by

f 0
GLM := f

β 0
GLM

, β
0
GLM := argmin

β

Pρ fβ .

Throughout this chapter, it is tacitly assumed that the approximation error E ( f 0
GLM)

is “small”. Again formally, this can be achieved by taking F =F. Thus f 0 and f 0
GLM

may be different, but very close in terms of the excess risk, and typically, f 0 is the
target of interest with good margin behavior. In the case of squared error loss with
fixed design, one may without loss of generality assume that f 0 = f 0

GLM and thus
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E ( f 0
GLM) = 0 (as, by Pythagoras’ Theorem, the margin remains quadratic near the

projection of f 0 on F ).

The Lasso is3

β̂ = argmin
β

{
Pnρ fβ +λ‖β‖1

}
. (6.9)

We write f̂ = f
β̂

. We will mainly examine the excess risk E ( f̂ ) of the Lasso.

The program for the rest of this chapter was already sketched in the introduction. Let
us briefly recall it here. In the next section (Section 6.4), we introduce the so-called
margin condition. This condition describes the sensitivity of Pρ f to changes in f ∈
(F,‖ · ‖), locally near f 0. In Section 6.5, we consider the case where p is relatively
small, as compared to n, so that no regularization is needed. The result serves as
a benchmark for the case where p is large, and where the above `1-regularization
penalty is invoked. After presenting a general consistency result in Section 6.6, we
investigate more refined oracle inequalities, imposing further conditions. In Section
6.7, we show that the Lasso behaves as if it knew which variables are relevant for
a linear approximation of the target f 0, assuming a compatibility condition. Section
6.8 examines the `q-error ‖β̂ −β ∗‖q, for 1≤ q≤ 2.

In (6.9), the `1-penalty weights all coefficients equally. In practice, certain terms
(e.g., the constant term) will not be penalized, and a normalized version of the `1-
norm will be used, with e.g. more weight assigned to variables with large sample
variance. In essence, (possibly random) weights that stay within a reasonable range
do not alter the main points in the theory. We therefore initially consider the non-
weighted `1-penalty to clarify these main points. The weighted version is studied
in Section 6.9. Here, the weights are assumed to be within certain bounds, or to be
zero. In the latter case, ideas of Section 6.5 and Section 6.7 are combined.

In Sections 6.10 and 6.11, we return to squared error loss with fixed design. Section
6.10 studies an adaptively weighted penalty, where the weights may be based on an
initial estimator (the adaptive Lasso). Section 6.11, replaces the `1-penalty by an `r-
penalty, with 0≤ r ≤ 1. These two sections still only consider prediction error. The
results are to be understood as complementing the results on selection of variables
in Chapter 7.

The compatibility condition is also of interest when comparing the properties of
the sample covariance matrix with those of the theoretical one. In fact, one may
generally replace the norm used in the compatibility condition by an approximation
(see Section 6.12, Corollary 6.8).

Finally, Section 6.13 examines under what circumstances the compatibility condi-
tion is met.

3 More generally, the minimization may be over β ∈B where B is a convex subset of Rp. All β ’s
considered (in particular the ”oracle”) are then restricted to lie in B. (For the linear model with
squared error loss, the subset B need not be convex in order that the theory goes through.)
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Throughout, the stochastic part of the problem (involving the empirical process:
see below) is set aside. It can be handled using the theory in Chapter 14. In the
current chapter, we simply restrict ourselves to a set T (which may be different in
different sections) where the empirical process (defined in the particular context of
that section) behaves “well”. This allows us to proceed with purely deterministic,
and relatively straightforward, arguments.

We now give some details concerning the random part. The empirical process is
defined as {

νn(β ) := (Pn−P)ρ fβ : β ∈ Rp
}
. (6.10)

By the definition of β̂ , we have for any β ∗,

Pnρ f
β̂
+λ‖β̂‖1 ≤ Pnρ fβ∗ +λ‖β ∗‖1.

We can rewrite this, in the same spirit as the Basic Inequality for the case of squared
error loss (see (6.6) in Subsection 6.2.3). This gives

The proof is left as exercise (Problem 6.5).

The Basic Inequality implies that again, we need to control the behavior of the
increments of the empirical process [νn(β )−νn(β

∗)] in terms of ‖β −β ∗‖1.

Let us briefly discuss the least squares example, to clarify the various concepts.

Example 6.1. Least squares with fixed design Let Zi := (Xi,Yi), Xi ∈X a fixed
co-variable, Yi ∈ R a response variable, and

Yi = f 0(Xi)+ εi, i = 1, . . . ,n,

where ε1, . . . ,εn are i.i.d. N (0,σ2)-distributed (say). The target is now the re-
gression function f 0 : X → R, which we considered as an n-dimensional vector
f0 := ( f 0(X1), . . . , f 0(Xn))

T in the previous section. The linear space is

F = { fβ (·) =
p

∑
j=1

β jψ j(·) : β ∈ Rp}.

In the previous section, we assumed that Xi ∈ Rp and took ψ j(Xi) := X ( j)
i , the j-th

component of Xi := (X (1)
i , . . . ,X (p)

i ). More generally, the space X can be arbitrary,
and the functions ψ j are given base functions (often called feature mappings, and
the collection {ψ j}p

j=1 is often called a dictionary).

Lemma 6.4. (Basic inequality) For any β ∗, it holds that

E ( f
β̂
)+λ‖β̂‖1 ≤−

[
νn(β̂ )−νn(β

∗)
]
+λ‖β ∗‖1 +E ( fβ ∗).
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The squared error loss is
ρ f (x,y) := (y− f (x))2,

and the empirical risk is

Pnρ f =
1
n

n

∑
i=1

(Yi− f (Xi))
2 = ε

T
ε/n−2(ε, f − f 0)n +‖ f − f 0‖2

n,

where we use the notation

(ε, f )n :=
1
n

n

∑
i=1

εi f (Xi) = ε
T f/n,

and

‖ f‖2
n :=

1
n

n

∑
i=1

f 2(Xi) = ‖f‖2
2/n,

with ε and f being, respectively, the vectors

ε =

ε1
...

εn

 , f =

 f (X1)
...

f (Xn)

 .

Thus, for f a function on X , ‖ f‖n is its L2(Qn)-norm, with Qn the empirical mea-
sure of the co-variables {Xi}n

i=1. The theoretical risk is

Pρ f =
1
n

n

∑
i=1

E(Yi− f (Xi))
2 = σ

2 +‖ f − f 0‖2
n.

The excess risk is
E ( f ) = P(ρ f −ρ f 0) = ‖ f − f 0‖2

n. (6.11)

Finally, the empirical process is

νn(β ) := (Pn−P)ρ fβ = ε
T

ε/n−σ
2−2

p

∑
j=1

β j(ε,ψ j)n +2(ε, f 0)n.

Note thus that its increments are

νn(β
∗)−νn(β ) = 2

p

∑
j=1

(β j−β
∗
j )(ε,ψ j)n,

which corresponds for β ∗ = β 0 to the empirical process part (6.1).

Returning to general loss functions, we recall that we assume that f 7→ ρ f is convex.
This will be used in the Basic Inequality as follows. Let for some 0 < t < 1, β̃ :=
tβ̂ +(1− t)β ∗. Invoking that the `1-penalty is also convex, and that the map β 7→ fβ
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is linear, one easily checks that the Basic Inequality remains to hold, with β̂ replaced
by β̃ . Choosing

t :=
M∗

M∗+‖β̂ −β ∗‖1
,

for some M∗ > 0 gives
‖β̃ −β

∗‖1 ≤M∗.

We apply this with a fixed value for M∗, which will depend on the behavior of
the “oracle” β ∗. It will be assumed that this value is sufficiently small. Then we
have the Basic Inequality, locally, i.e., we are already within `1-distance M∗ of β ∗.
As we will show, a consequence is that we need not control the empirical process
[νn(β )−νn(β

∗)] globally, but only the local supremum

ZM∗ := sup
‖β−β ∗‖1≤M∗

|νn(β )−νn(β
∗)|.

6.4 The margin condition

We will make frequent use of the so-called margin condition (see below for its def-
inition), which is assumed for a “neighborhood”, denoted by Flocal, of the target
f 0. This neighborhood is typically with respect to some distance which is stronger
than the one induced by the norm ‖ · ‖ on F. (In fact, we usually take an L∞-
neighborhood.) Some of the effort goes in proving that the estimator is indeed in
this neighborhood. Here, we use arguments that rely on the assumed convexity of
f 7→ ρ f . Thus, the convexity is actually used twice: it is exploited to show that the
stochastic part of the problem needs only to be studied locally, near the target, and
to show that the (deterministic) margin condition is only needed locally.

The margin condition requires that in the neighborhood Flocal ⊂ F of f 0 the excess
risk E is bounded from below by a strictly convex function. This is true in many
particular cases for an L∞-neighborhood Flocal = {‖ f − f 0‖∞ ≤ η} (for F being a
class of functions).

Definition We say that the margin condition holds with strictly convex function G,
if for all f ∈ Flocal, we have

E ( f )≥ G(‖ f − f 0‖).

Indeed, in typical cases, the margin condition holds with quadratic function G, that
is, G(u) = cu2, u ≥ 0, where c is a positive constant. For example, for the case of
quadratic loss with fixed design, we may take ‖ · ‖ = ‖ · ‖n, and G(u) = u2 (see
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(6.11)). More generally, G is of the form G(u) = G1(u2) with G1 convex, which
means that identification can be worse than the quadratic case.

Let us now consider further regression examples.

Example 6.2. Suppose that {Zi}n
i=1 := {(Xi,Yi)}n

i=1 are i.i.d. copies of a random vari-
able Z := (X ,Y ). Let Q be the distribution of X , and let (F,‖ ·‖)⊂ L2(Q) be a class
of real-valued functions on X . For x ∈X and y ∈ Y , let the loss be of the form

ρ f (x,y) := ρ( f (x),y), f ∈ F .

Set
l(a, ·) = E(ρ(a,Y )|X = ·), a ∈ R .

We moreover write l f (·) := l( f (·), ·). As target we take the overall minimizer

f 0(·) := argmin
a∈R

l(a, ·) .

Now, fix some x ∈ X . If l(a,x) has two derivatives (with respect to its first ar-
gument) near a0 := f 0(x), and if the second derivatives near a0 are positive and
bounded away from zero, then l(a,x) behaves quadratically near its minimum, i.e.,
for some τ(x)> 0, some constant η > 0, and all | f (x)− f 0(x)| ≤ η ,

l f (x)− l f 0(x)≥ τ(x)| f (x)− f 0(x)|2 .

We now assume this to hold for all x, i.e., that for some strictly positive function τ

on X
l f (·)− l f 0(·)≥ τ(·)| f (·)− f 0(·)|2, ∀ ‖ f − f 0‖∞ ≤ η . (6.12)

Consider two cases.

Quadratic margin Assume that the function τ(·) defined in (6.12) has τ(·)≥ 1/K
for some constant K. Then it follows that for all ‖ f − f 0‖∞ ≤ η ,

E ( f )≥ c‖ f − f 0‖2 ,

with c = 1/K.

General margin Consider functions

H1(v)≤ vQ{x : τ(x)< v}, v > 0 ,

and
G1(u) = sup

v>0
{uv−H1(v)}, u > 0.

Lemma 6.5. Assume (6.12). For ‖ f − f 0‖∞ ≤ η , the inequality

E ( f )≥ η
2G1

(
‖ρ f −ρ f 0‖2/η

2
)
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holds.

Proof. By (6.12), we have, for any v > 0,

E ( f ) = P(ρ f −ρ f 0)≥
∫

τ| f − f 0|2dQ

≥
∫

τ≥v
τ| f − f 0|2dQ≥ v

∫
τ≥v
| f − f 0|2dQ

= v‖ f − f 0‖2−η
2vQ{x : τ(x)< v}

= η
2
(

v‖ f − f 0‖2/η
2−H1(v)

)
.

We now maximize over v to obtain the required result. tu.

If H1(v) = 0 for v sufficiently small, we are back in the case of locally quadratic
margin behavior. More generally, the Tsybakov margin condition (see Tsybakov
(2004)) assumes that one may take, for some C1 ≥ 1 and γ ≥ 0,

H1(v) = v(C1v)1/γ ,

Then one has
G1(u) = u1+γ/C1+γ

where

C =C
1

1+γ

1 γ
− γ

1+γ (1+ γ) .

Thus, the margin condition then holds with

G(u) = η
−2γ u2(1+γ)/C1+γ .

In the above example, we actually encountered the notion of a convex conjugate of
a function. As this notion will play a crucial role in the oracle bounds as well, we
present here its formal definition.

Definition Let G be a strictly convex function on [0,∞), with G(0) = 0. The convex
conjugate H of G is defined as

H(v) = sup
u
{uv−G(u)} , v≥ 0.

When G is quadratic, its convex conjugate H is quadratic as well: for G(u) = cu2

one has H(v) = v2/(4c). So we have

uv≤ cu2 + v2/(4c).
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This inequality was used in the proof of Theorem 6.1 (with c = 1/4), as well as
in the proof of Theorem 6.2 (twice: with c = 3/2 and c = 1/2). More generally,

for G(u) = cu2(1+γ) (γ ≥ 0), we have H(v) = dv
2(1+γ)
1+2γ , where d = (1+ 2γ)(2(1+

γ))
− 2(1+γ)

1+2γ c−
1

1+2γ . The function H will appear in the estimation error term. We will
see that the larger γ , the larger the estimation error can be.

6.5 Generalized linear model without penalty

This section is relevant when F is low-dimensional, i.e., when p < n. The idea is
to provide a benchmark for the case where p≥ n, and where one aims at mimicking
an oracle that knows which variables are to be included in the model.

The estimator in the generalized linear model, that we will study in this section, is

b̂ := argmin
β

Pnρ fβ . (6.13)

We recall that the “best approximation” in the class of linear functions F is

f 0
GLM := f

β 0
GLM

, β
0
GLM := argmin

β

Pρ fβ ,

and that the excess risk E ( f 0
GLM), can be regarded as the approximation error due

to considering a (generalized) linear model. To assess the estimation error of b̂, we
assume the margin condition with strictly convex and increasing function G (with
G(0) = 0). We moreover assume that G satisfies, for a positive constant η0,

α0 := inf
0<δ≤η0

G(δ/4)
G(δ )

> 0. (6.14)

Condition 6.14 holds for power-functions, so in particular it is met when G(u) = cu2

is quadratic. In the latter case
α0 = 1/16.

For all δ > 0, we define the random variable

Z̄δ := sup
‖ fβ− f 0

GLM‖≤δ

∣∣νn(β )−νn(β
0
GLM)

∣∣/√p,

where νn(·) is the empirical process (see (6.10)). Consider for a fixed δ 0 the set

T := {Z̄δ 0 ≤ λ̄ δ
0}, (6.15)
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for a suitable λ̄ . Under general (moment) conditions, and for each (sufficiently
small) δ , the random variable Z̄δ is concentrated near a value of order δ/

√
n (see

Section 14.8, Lemma 14.19), so then the choice λ̄ � 1/
√

n equips the set T in
(6.15) with large probability. We take the particular choice δ 0 := G−1(ε0), with ε0

given in (6.16) below.

Example 6.3. (Least squares with fixed design) In this reference example, one may
without loss of generality assume β 0 = β 0

GLM, and f 0 = f 0
GLM. Then, when taking

‖ · ‖ := ‖ · ‖n,
Z̄δ = sup

‖ fβ− f
β0‖n≤δ

2|(ε, fβ − fβ 0)n|/
√

p

= sup
(β−β 0)T Σ̂(β−β 0)≤δ 2

2|(ε,ψ)n(β −β
0)|/√p.

Here, ψ := (ψ1, . . . ,ψp), and

Σ̂ :=
∫

ψ
T

ψdQn

is the Gram matrix. Assuming Σ̂ has rank p (actually without loss of generality, as
when rank(Σ̂) = r < p one may replace p by r), we may reparametrize, showing that
without loss of generality we may assume that the ψ j are orthonormal in L2(Qn),
i.e., that Σ̂ = I. Now, define Vj :=

√
n(ε,ψ j)n, j = 1, . . . , p. Then V1, . . . ,Vp are i.i.d.

N (0,σ2), and

|(ε,ψ)n(β −β
0)
√

p|= |V T (β −β
0)|/√np

≤ ‖V‖2‖β −β
0‖2/
√

np = ‖V‖2‖ fβ − fβ 0‖n/
√

np.

So
Z̄δ ≤ 2‖V‖2δ/

√
np.

Moreover, ‖V‖2
2/σ2 is χ2

p-distributed. So, for instance, we can bound the second
moment of Z̄δ by

EZ̄2
δ
≤ 4σ

2
δ

2/n.

Hence, to take care that T has large probability, we can take λ̄ = 2tσ/
√

n with
some large value for t, as

IP
(

Z̄δ > (2tσ/
√

n)δ
)
≤ 1

t2 .

(See Lemma 8.1, for exponential probability bounds for χ2 random variables.)

Let H be the convex conjugate of the function G of the margin condition. Let λ̄ > 0
be the constant employed in (6.15) to handle the empirical process. Define



124 6 Theory for the Lasso

ε
0 :=

2E ( f 0
GLM)

α0
+H

(
2λ̄
√

p
α0

)
. (6.16)

The first term in (6.16) is - up to constants - the approximation error, and the second
term may be seen - up to constants - as the estimation error.

Lemma 6.6. Let b̂ be given in (6.13), and let f̂ := fb̂. Assume the margin con-
dition with G satisfying (6.14) with constants α0 and η0, where η0 ≥ δ 0, with
δ 0 := G−1(ε0). Assume that f 0

GLM is in the neighborhood Flocal of the target f 0,
and also that fβ ∈ Flocal for all β satisfying ‖ fβ − f 0

GLM‖ ≤ δ 0. Then, on the set T
defined in (6.15), it holds that

E (f̂)≤ α0ε
0 = 2E ( f 0

GLM)+α0H

(
2λ̄
√

p
α0

)
.

The assumption fβ ∈ Flocal for all ‖ fβ − f 0
GLM‖ ≤ δ 0 actually requires that the func-

tions that are in a local ‖·‖-environment of f 0 for are also in Flocal which is typically
an ‖ · ‖∞-environment. Again typically, the assumption depends on the dictionary
and on how large δ 0 is. Such requirements on the connection of norms are more
detailed in e.g. van de Geer (2002).

If the linear model is assumed to hold exactly, there is no approximation error, i.e.,
then E ( f 0

GLM) = 0. The excess risk is then bounded on the set T := {Z̄δ 0 ≤ λ̄ δ 0},
where δ 0 = G−1(H(2λ̄

√
p/α0)), by

E (f̂)≤ α0H

(
2λ̄
√

p
α0

)
.

Quadratic margin In the case G(u) = cu2, we have H(v) = v2/(4c), and α0 = 1/16
so that we get

ε
0 = 16

(
2‖ f 0

GLM− f 0‖2 +
16λ̄ 2 p

c

)
,

and
δ

0 =
√

ε0/c,

and on T ,

E (f̂)≤ 2E ( f 0
GLM)+

16λ̄ 2 p
c

.

Asymptotics As noted above, generally one can take λ̄ � 1/
√

n (see Section 14.8,
Lemma 14.19, and see also Example 6.3). This means that under quadratic margin
behavior, the estimation error H(2λ̄

√
p/α0) behaves like p/n.
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Proof of Lemma 6.6 Let

t :=
δ 0

δ 0 +‖f̂− f 0
GLM‖

,

and β̃ := tb̂+(1− t)β 0
GLM. Write f̃ := f

β̃
, Ẽ := E ( f̃ ), and E 0 := E ( f 0

GLM). Then
by the convexity of f 7→ ρ f ,

Pnρ f̃ ≤ tPnρf̂ +(1− t)Pnρ f 0
GLM
≤ Pnρ f 0

GLM
.

Thus, we arrive at the Basic Inequality

Ẽ =−
[

νn(β̃ )−νn(β
0
GLM)

]
+Pn(ρ f̃ −ρ f 0

GLM
)+E 0 ≤−

[
νn(β̃ )−νn(β

0
GLM)

]
+E 0.

(6.17)
So on T

Ẽ ≤ λ̄
√

pδ
0 +E 0.

Now, by the definition of the convex conjugate, it holds that uv≤ G(u)+H(v), for
all positive u and v. Apply this with u := δ 0 = G−1(ε0) and v := 2λ̄

√
p/α0, to find

Ẽ ≤ α0ε
0/2+α0H(2λ̄

√
p/α0)/2+E 0 = α0ε

0, (6.18)

by the definition (6.16) of ε0. So, by the margin condition, and using that f̃ ∈ Flocal,
we get by (6.14),

‖ f̃ − f 0‖ ≤ G−1(Ẽ )≤ G−1(α0ε
0)≤ δ

0/4.

Also, as by the definition of ε0, E 0 ≤ α0ε0/2≤ α0ε0, so that

‖ f 0
GLM− f 0‖ ≤ G−1(E 0)≤ G−1(α0ε

0)≤ δ
0/4.

Thus we have shown that
‖ f̃ − f 0

GLM‖ ≤ δ
0/2.

But

‖ f̃ − f 0
GLM‖= t‖f̂− f 0

GLM‖=
δ 0‖f̂− f 0

GLM‖
δ 0 +‖f̂− f 0

GLM‖
.

So ‖ f̃ − f 0
GLM‖ ≤ δ 0/2 implies ‖f̂− f 0

GLM‖ ≤ δ 0. Repeat the argument, with f̃ re-
placed by f̂, to arrive in (6.18) with Ẽ replaced by Ê := E (f̂). tu
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6.6 Consistency of the Lasso for general loss

We return to the Lasso estimator β̂ defined in (6.9), and let f̂ := f
β̂

. We first show

consistency (in terms of the excess risk E ( f̂ )). Consistency is a rough result, in
particular, it requires neither the margin condition, nor any compatibility condition.

Here, and throughout the rest of this chapter, we use the notation (for M > 0),

ZM := sup
‖β−β ∗‖1≤M

|νn(β )−νn(β
∗)|, (6.19)

where β ∗ is fixed, and may be different in different sections. Sections 14.8 and 14.9
show that (under some conditions), with large probability, the empirical process
increment ZM is proportional to M. That is, for a value λ0 depending the confidence
level 1−α , as well as on the problem considered, we prove that for all M sufficiently
small4

IP(ZM ≤ λ0M)≥ 1−α,

see Section 14.8, Lemma 14.20 and Theorem 14.5.

Lemma 6.7. (Consistency of the Lasso) Let

β
∗ := argmin

β

{E ( fβ )+λ‖β‖1}, (6.20)

and f ∗ = fβ ∗ . Take ZM as defined in (6.19), with the value (6.20) for β ∗. Define

M∗ :=
1
λ0
{E ( f ∗)+2λ‖β ∗‖1}.

and let
T := {ZM∗ ≤ λ0M∗}, (6.21)

where
4λ0 ≤ λ .

Then on the set T , we have

E ( f̂ )+λ‖β̂‖1 ≤ 2{E ( f ∗)+2λ‖β ∗‖1}.

Hence, if the target f 0 = fβ 0 is linear, this gives

E ( f̂ )+λ‖β̂‖1 ≤ 4λ‖β 0‖1,

4 The probability of the set {ZM ≤ λ0M} generally does not depend on β ∗. However, the set
{ZM ≤ λ0M} itself generally does depend on β ∗ (with an exception for the case of squared error
loss with fixed design), so considering several β ∗’s simultaneously typically reduces the confidence
level of our statements.
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and more generally, for the best linear approximation

f 0
GLM := f

β 0
GLM

, β
0
GLM := argmin

β

Pρ fβ ,

we have
E ( f̂ )+λ‖β̂‖1 ≤ 2{E ( f 0

GLM)+2λ‖β 0
GLM‖1}.

We stress that it typically pays off to use the smallest possible value M∗ in the
definition (6.21) of T (because typically, the smaller M∗, the easier it is to handle
the probability of T ).

Asymptotics As follows from Section 14.8 and Section 14.9, under general condi-
tions one may take λ0 �

√
log p/n. Choosing λ of the same order as λ0, one sees

that the Lasso is consistent (in terms of prediction error), if E ( f ∗) = o(1) and if in
addition ‖β ∗‖1 = o(

√
n/ log p). In other words, the consistency result for squared

error loss with fixed design (see Lemma 6.1) lets itself be extended to general con-
vex loss.

Proof of Lemma 6.7. This again follows quite easily from the Basic Inequality.
Define

t :=
M∗

M∗+‖β̂ −β ∗‖1
.

We use the short-hand notation β̃ := tβ̂ +(1− t)β ∗. Then ‖β̃ − β ∗‖1 ≤ M∗. De-
fine Ẽ := E ( f

β̃
), and E ∗ := E ( f ∗). Then, as in (6.17), we may apply a convexity

argument to obtain

Ẽ +λ‖β̃‖1 ≤ ZM∗ +E ∗+λ‖β ∗‖1. (6.22)

So if ZM∗ ≤ λ0M∗, we have

Ẽ +λ‖β̃‖1 ≤ λ0M∗+E ∗+λ‖β ∗‖1.

But then

Ẽ +λ‖β̃ −β
∗‖1 ≤ λ0M∗+E ∗+2λ‖β ∗‖1 = 2λ0M∗ ≤ λ

M∗

2
.

This implies

‖β̃ −β
∗‖1 ≤

M∗

2
,

which in turn implies
‖β̂ −β

∗‖1 ≤M∗.

Repeat the argument with β̃ replaced by β̂ , to find

E ( f̂ )+λ‖β̂‖1 ≤ λ0M∗+E ∗+λ‖β ∗‖1 ≤ 2λ0M∗.



128 6 Theory for the Lasso

tu

6.7 An oracle inequality

Our goal in this section is to show that the Lasso estimator (6.9) has oracle proper-
ties. We hope that the target f 0 can be well approximated by an fβ with only a few
non-zero coefficients β j ( j = 1, . . . , p), that is, by a sparse fβ . Recall that a natural
choice would be to base a penalty on the number of non-zero coefficients

sβ := |Sβ |, Sβ := { j : β j 6= 0}.

Remember also that sβ can be regarded as ‖β‖q
q := ∑

q
j=1 |β j|q, with q = 0, which is

why penalties based on sβ are often called `0-penalties. In our context, the `0-penalty
takes the form H(λ̃

√sβ/φ(Sβ )), where λ̃ is a regularization parameter, φ 2(S) is a
compatibility constant, and H is the convex conjugate of G. This is inspired by the
benchmark result of Section 6.5. Indeed, for S⊂ {1, . . . , p} a given index set, write,
as before,

β j,S := β jl{ j ∈ S}, j = 1, . . . , p,

and consider the estimator, restricted to β ’s with only non-zero coefficients in S:

b̂S := arg min
β=βS

Pnρ fβ .

Write f̂S := fb̂S . Restricted to βS’s, the best approximation of the target f 0 is fS :=
fbS , where

bS := arg min
β=βS

Pρ fβ .

In view of Lemma 6.6 one has, under general conditions, on a set with large proba-
bility, the inequality

E (f̂S)≤ 2E (fS)+α0H

(
2λ̄
√
|S|

α0

)
.

Choosing the best index set S amounts to minimizing the right-hand side over S ∈
S , for a suitable, hopefully large collection of index sets S . For the interpretation
of the oracle we will use, it may be helpful to recall that

min
S∈S

{
2E (fS)+α0H

(
2λ̄
√
|S|

α0

)}
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= min
β : Sβ∈S

{
2E ( fβ )+α0H

(
2λ̄
√sβ

α0

)}
.

In summary, our goal is to show that for f̂ = f
β̂

, with β̂ the Lasso estimator,
one mimics the above minimizer, with large probability, accepting some additional
log p-factors and/or constants from a compatibility condition.

Indeed, we need a compatibility condition to deal with the `1-norm ‖ ·‖1 on the one
hand, and on the other hand the norm ‖ · ‖ on the vector space F.

Definition We say that the compatibility condition is met for the set S, with constant
φ(S)> 0, if for all β ∈ Rp, that satisfy ‖βSc‖1 ≤ 3‖βS‖1, it holds that

‖βS‖2
1 ≤ ‖ fβ‖2|S|/φ

2(S).

More details on this condition are given in Section 6.13.

Definition of the oracle We define the oracle β ∗ as

β
∗ := arg min

β : Sβ∈S

{
3E ( fβ )+2H

(4λ
√sβ

φ(Sβ )

)}
. (6.23)

where Sβ := { j : β j 6= 0}, and where sβ := |Sβ | denotes the cardinality of Sβ .

This is the generalization of the oracle defined in (6.7) (for squared error loss with
fixed design) to general loss and design.

We again use the short-hand notation S∗ := Sβ ∗ , and φ∗ = φ(S∗), and we set f ∗ :=
fβ ∗ . Thus, β ∗ = bS∗ , where

S∗ = arg min
S∈S

{
3E (fS)+2H

(
4λ
√
|S|

φ(S)

)}
.

The minimum is denoted as

2ε
∗ := 3E ( fβ ∗)+2H

(
4λ
√

s∗
φ∗

)
.

We let ZM be given as in (6.19), but now with the newly defined β ∗, i.e.,

ZM := sup
‖β−β ∗‖1≤M

|νn(β )−νn(β
∗)|. (6.24)

with the value (6.23) for β ∗. Set

M∗ := ε
∗/λ0. (6.25)
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and
T := {ZM∗ ≤ λ0M∗}= {ZM∗ ≤ ε

∗}. (6.26)

Here, the idea is again to choose λ0 in such a way that this set T has large proba-
bility: see Section 14.8 and Section 14.9.

Theorem 6.4. (Oracle inequality for the Lasso) Assume the compatibility condition
for all S∈S . Assume the margin condition with strictly convex function G, and that
fβ ∈ Flocal for all ‖β −β ∗‖1 ≤M∗, as well as f ∗ ∈ Flocal. Suppose that λ satisfies
the inequality

λ ≥ 8λ0. (6.27)

Then on the set T given in (6.26), we have

E ( f̂ )+λ‖β̂ −β
∗‖1 ≤ 4ε

∗ = 6E ( f ∗)+4H
(

4λ
√

s∗
φ∗

)
.

The condition fβ ∈ Flocal for all ‖β − β ∗‖1 ≤ M∗ is again, typically, a condition
on the connection between norms, as in Lemma 6.6. We note that ‖β −β ∗‖1 ≤M∗

implies ‖ fβ − fβ ∗‖∞ ≤M∗K, where

K := max
1≤ j≤p

‖ψ j‖∞.

This means that typically (with Flocal being an ‖ ·‖∞-neighborhood) we need K < ∞

(but possibly growing with n and/or p, depending on how large M∗ is). See Example
6.4 for the details in the case of logistic regression.

Corollary 6.3. Assume the conditions of Theorem 6.4, with quadratic margin be-
havior, i.e., with G(u) = cu2. Then H(v) = v2/(4c), and we obtain on T ,

E ( f̂ )+λ‖β̂ −β
∗‖1 ≤ 6E ( f ∗)+

16λ 2s∗
cφ 2
∗

.

The definition of the oracle β ∗ allows much flexibility, in the sense that the choice
of the collection S is left unspecified. We may apply the result to the best linear
approximation

f 0
GLM := f

β 0
GLM

, β
0
GLM := argmin

β

Pρ fβ .

Suppose that S0,GLM := S
β 0

GLM
satisfies the compatibility condition. Then we obtain

under the conditions of Theorem 6.4, with S := {S0,GLM},

E ( f̂ )+λ‖β̂ −β
0
GLM‖1 ≤ 6E ( f 0

GLM)+4H

(
4λ
√
|S0,GLM|

φ(S0,GLM)

)
.
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This thus gives a bound for both the excess risk E ( f̂ ), as well as the `1-error
‖β̂ − β 0

GLM‖1. If the target f 0 = fβ 0 is linear, one has f 0 = f 0
GLM, i.e., then the

approximation error E ( f 0
GLM) vanishes.

In order to improve the bound for the excess risk E ( f̂ ), one may choose to minimize
over a larger collection S . One then ends up with the `1-error ‖β̂ −β ∗‖1, between
the estimator β̂ and the less easy to interpret β ∗. But again, a triangle inequality

‖β̂ −β
0
GLM‖1 ≤ ‖β̂ −β

∗‖1 +‖β ∗ −β
0
GLM‖1,

can overcome the interpretation problem (see Problem 6.4).5

Asymptotics We generally can take λ0 �
√

log(p)/n (see Section 14.8 and Section
14.9). Taking λ also of this order, and assuming a quadratic margin, and in addi-
tion that φ∗ stays away from zero, the estimation error H(4λ

√
s∗/φ∗) behaves like

s∗ log p/n.

Proof of Theorem 6.4. Throughout the proof, we assume we are on the set T .

Let, as in the proof of Lemma 6.7,

t :=
M∗

M∗+‖β̂ −β ∗‖1
.

We again use the short-hand notation β̃ := tβ̂ +(1− t)β ∗, and Ẽ := E ( f
β̃
), E ∗ :=

E ( fβ ∗). Then, as in (6.17), a convexity argument gives the Basic Inequality

Ẽ +λ‖β̃‖1 ≤ ZM∗ +E ∗+λ‖β ∗‖1 ≤ λ0M∗+E ∗+λ‖β ∗‖1. (6.28)

Now, for any β ,
β = βS∗ +βSc∗ ,

Note thus that β ∗S∗ = β ∗ and β ∗Sc∗
≡ 0.

So we have

Ẽ +λ‖β̃Sc∗‖1 ≤ ε
∗+E ∗+λ‖β̃S∗ −β

∗‖1 ≤ 2ε
∗+λ‖β̃S∗ −β

∗‖1. (6.29)

Case i) If
λ‖β̃S∗ −β

∗‖1 ≥ ε
∗,

we get from (6.29), that

λ‖β̃Sc∗‖1 ≤ 2ε
∗+λ‖β̃S∗ −β

∗‖1 ≤ 3λ‖β̃S∗ −β
∗‖1. (6.30)

5 In connection with this, we remark that one may for instance want to choose S to contain only
subsets of S0,GLM. The oracle is then not allowed to choose non-zeroes where the best approxima-
tion has zeroes .



132 6 Theory for the Lasso

This means that we can apply the compatibility condition.

We find
‖β̃S∗ −β

∗‖1 ≤
√

s∗‖ f̃ − f ∗‖/φ∗.

Thus
Ẽ +λ‖β̃Sc∗‖1 +λ‖β̃S∗ −β

∗
S∗‖1

≤ λ0M∗+E ∗+2λ
√

s∗‖ f̃ − f ∗‖/φ∗.

Now, because we assumed f ∗ ∈ Flocal, and since also f̃ ∈ Flocal, we can invoke the
margin condition to arrive at

2λ
√

s∗‖ f̃ − f ∗‖/φ
∗ ≤ H

(
4λ
√

s∗
φ∗

)
+ Ẽ /2+E ∗/2.

It follows that

Ẽ +λ‖β̃ −β
∗‖1 ≤ λ0M∗+3E ∗/2+H

(
4λ
√

s∗
φ∗

)
+ Ẽ /2

≤ λ0M∗+ ε
∗+ Ẽ /2 = 2λ0M∗+ Ẽ /2 = 2ε

∗+ Ẽ /2,

or
Ẽ /2+λ‖β̃ −β

∗‖1 ≤ 2ε
∗. (6.31)

This yields

‖β̃ −β
∗‖1 ≤

2λ0

λ
M∗ ≤ M∗

2
,

where the last inequality is ensured by the assumption λ ≥ 8λ0 ≥ 4λ0. But ‖β̃ −
β ∗‖1 ≤M∗/2 implies

‖β̂ −β
∗‖1 ≤M∗.

Case ii) If
λ‖β̃S∗ −β

∗‖1 < ε
∗,

this implies
Ẽ +λ‖β̃Sc∗‖1 ≤ 3ε

∗,

and hence
Ẽ +λ‖β̃ −β

∗‖1 ≤ 4ε
∗, (6.32)

so that

‖β̃ −β
∗‖1 ≤ 4

ε∗

λ
= 4

λ0

λ
M∗ ≤ M∗

2
,

since λ ≥ 8λ0. This implies that ‖β̂ −β ∗‖1 ≤M∗.

So in both cases, we arrive at ‖β̂ −β ∗‖1 ≤M∗.
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Now, repeat the above arguments with β̃ replaced by β̂ . Then, with this replacement,
either from (6.30) we can apply the compatibly assumption to arrive at (6.31) (Case
i)), or we reach (6.32) (Case ii)).

tu

Example 6.4. Logistic regression

As an illustration, with characteristics shared by various other examples, we exam-
ine the logistic regression model. Suppose {(Xi,Yi)}n

i=1 are independent copies of
(X ,Y ), with X ∈X and Y ∈ {0,1}. The distribution of X is denoted by Q, and we
let F = L2(Q), so that ‖ · ‖ is the L2(Q)-norm. The logistic loss is

ρ f (·,y) = ρ( f (·),y) =−y f (·)+ log(1+ exp[ f (·)]),

see also Section 3.3.1. Define

π(·) := IP(Y = 1|X = ·).

Then for x ∈X ,

l(a,x) := E(ρ(a,Y )|X = x) =−π(x)a+ log(1+ exp[a]),

which is minimized at

a = log
(

π(x)
1−π(x)

)
.

Therefore, we take f 0 := log(π/(1−π)) as target. To check the margin condition,
we consider the second derivative

l̈(a, ·) :=
d2

da2 l(a, ·) = ea

1+ ea

(
1− ea

1+ ea

)
.

Let Flocal be the neighborhood Flocal := {‖ f − f 0‖∞ ≤ η}.

Lemma 6.8. Assume that for some constant 0 < ε0 < 1,

ε0 < π(x)< 1− ε0, ∀ x, (6.33)

and furthermore, that for some constant K,

max
1≤ j≤p

‖ψ j‖∞ ≤ K.

Take, for some constant L, 8λ0 ≤ λ ≤ Lλ0. Suppose that

8KL2(eη/ε0 +1)2

η

λ0s∗
φ 2
∗
≤ 1. (6.34)
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and that ‖ f ∗ − f 0‖∞ ≤ η/2 and E ( f ∗)/λ0 ≤ η/4. Then the conditions of Theorem
6.4 are met, and on T , we have

E ( f̂ )+λ‖β̂ −β
∗‖1 ≤ 6E ( fβ ∗)+

16λ 2s∗(eη/ε0 +1)2

φ 2
∗

.

We can relax condition (6.33), but then the margin is possibly no longer quadratic
(see Example 6.2). One furthermore sees that in logistic regression, the loss func-
tion ρ( f ,y) is Lipschitz in f for all y. This will greatly facilitate the handling of the
set T , namely, it allows one to apply a so-called contraction inequality (see Theo-
rem 14.4). By Theorem 14.5 of Section 14.8, under the conditions of Lemma 6.8,
and with the additional normalizing condition that ‖ψ j‖ ≤ 1 for all j, we have the
probability inequality

IP(T )≥ 1− exp[−t],

for

λ0 :=

[
4λ

(
K
3
,n, p

)
+

tK
3n

+

√
2t
n

√
1+8λ

(
K
3
,n, p

) ]
,

where

λ

(
K
3
,n, p

)
:=

√
2log(2p)

n
+

K log(2p)
3n

.

Proof of Lemma 6.8. For f ∈ Fη ,

l̈( f , ·)≥ (e| f
0|+η +1)−2 ≥ (eη/ε0 +1)−2.

Hence, the quadratic margin condition holds, with G(u) = cu2, where

c = (eη/ε0 +1)−2.

For ‖β −β ∗‖1 ≤M∗, we have

‖ fβ − f ∗‖∞ ≤ KM∗,

and hence
‖ fβ − f 0‖∞ ≤ η/2+KM∗.

Now,

M∗ := ε
∗/λ0 = 2E ( fβ ∗)/λ0 +

4λ 2s∗
cφ 2
∗

/λ0.

Condition (6.34) ensures that
KM∗ ≤ η/2.

tu
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6.8 The `q-error for 1≤ q≤ 2

Theorem 6.4 provides us with rates for the `1-error ‖β̂ −β ∗‖1, which in turn can be
used to derive rates for (for instance) ‖β̂ −β 0

GLM‖1, where β 0
GLM are the coefficients

of the best linear approximation of f 0 (see also Problem 6.4).

To derive rates for ‖β̂−β ∗‖q (and ‖β̂−β 0
GLM‖q), with 1< q≤ 2, we need a stronger

compatibility condition.

For N ⊃ S, and L≥ 0, define the restricted set of β ’s

R(L,S,N ) :=
{
‖βSc‖1 ≤ L‖βS‖1, ‖βN c‖∞ ≤ min

j∈N \S
|β j|
}
.

If N = S, we necessarily have N \S = /0. In that case, we let min j∈N \S |β j|= ∞.

The restricted eigenvalue condition (Bickel et al. (2009); Koltchinskii (2009b)) is
essentially the following condition.

Definition Let S be an index set with cardinality s, L be a non-negative constant,
and N ≥ s be an integer. We say that the (L,S,N)-restricted eigenvalue condition
is satisfied, with constant φ(L,S,N) > 0, if for all N ⊃ S, with |N | = N, and all
β ∈R(L,S,N ), it holds that

‖βN ‖2 ≤ ‖ fβ‖/φ(L,S,N).

For the case where we only have a linear approximation of the truth, we need another
version, which we call the (minimal) adaptive restricted eigenvalue condition.

Define the restricted set of β ’s

Radap(L,S,N ) :=
{
‖βSc‖1 ≤ L

√
s‖βS‖2, ‖βN c‖∞ ≤ min

j∈N \S
|β j|
}
.

Definition Let S be an index set with cardinality s and N ≥ s be an integer. We say
that the adaptive (L,S,N)-restricted eigenvalue condition is satisfied, with constant
φadap(L,S,N) > 0, if for all N ⊃ S, with |N | = N, and all β ∈Radap(L,S,N ), it
holds that

‖βN ‖2 ≤ ‖ fβ‖/φadap(L,S,N).

Definition For S a set with cardinality s, L a non-negative constant, and N ≥ s an
integer, the minimal adaptive restricted eigenvalue is

φ
2
min(L,S,N) = min

N ⊃S,|N |=N
φ

2
adap(L,N ,N).
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The next lemma is our tool to go from the `1-norm to an `q-norm (see Candès and
Tao (2007)).

Lemma 6.9. Let b1 ≥ b2 ≥ . . .≥ 0. For 1 < q < ∞, and s ∈ {1, . . .}, we have(
∑

j≥s+1
bq

j

)1/q

≤
∞

∑
k=1

( (k+1)s

∑
j=ks+1

bq
j

) 1
q

≤ s−(q−1)/q‖b‖1.

Proof. Clearly,(
∑

j≥s+1
bq

j

) 1
q

=

(
∞

∑
k=1

(k+1)s

∑
j=ks+1

bq
j

) 1
q

≤
∞

∑
k=1

( (k+1)s

∑
j=ks+1

bq
j

) 1
q

.

Moreover, for ks+1≤ j ≤ (k+1)s,

b j ≤
ks

∑
l=(k−1)s+1

bl/s.

So
(k+1)s

∑
j=ks+1

bq
j ≤ s−(q−1)

( ks

∑
l=(k−1)s

bl

)q

.

Therefore

∞

∑
k=1

( (k+1)s

∑
j=ks+1

bq
j

) 1
q

≤ s−(q−1)/q
∞

∑
k=1

ks

∑
l=(k−1)s

bl = s−(q−1)/q‖b‖1.

tu

6.8.1 Application to least squares assuming the truth is linear

The results in this subsection are from Bickel et al. (2009). Consider the situation
of Subsection 6.2.2. The following results can be invoked in the same way as in
Problem 2.3, to improve variable screening, as discussed in Subsection 2.5.

Lemma 6.10. Assume λ ≥ 2λ0. Then on

T :=
{

max
1≤ j≤p

2|εT X( j)|/n≤ λ0

}
,

and for 1≤ q≤ 2, we have
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‖β̂ −β
0‖q

q ≤
(2q +4q)λ qs0

φ 2q(3,S0,2s0)
.

Proof. We showed in Lemma 6.3, that for λ ≥ 2λ0, on the set T ,

‖β̂Sc
0
‖1 ≤ 3‖β̂S0 −β

0‖1.

By Theorem 6.1 moreover, on T ,

‖X(β̂ −β
0)‖2

2/n+λ‖β̂ −β
0‖1 ≤ 4λ

2s0/φ
2
0 ,

where φ0 = φ(S0) ≥ φ(3,S0,2s0). The (3,S0,2s0)-restricted eigenvalue condition
implies that if we take N \S0 as the indices of the s largest in absolute value coeffi-
cients |β̂ j|, j /∈ S0,

‖β̂N −β
0‖2

2 ≤
1

φ 2(3,S0,2s0)

(
4λ

2s0/φ
2
0

)
≤ 4λ 2s0

φ 4(3,S0,2s0)
.

So
‖β̂N −β

0‖q ≤ s−(2q−1)/2q
0 ‖β̂N −β

0‖2 ≤ s1/q
0 2λ/φ

2(3,S0,2s0).

Moreover, invoking Lemma 6.9,

‖β̂N c‖q ≤ s−(q−1)/q
0 ‖βSc

0
‖1 ≤ 4s1/q

0 λ/φ
2
0 ≤ 4s1/q

0 λ/φ
2(3,S0,2s0).

Thus,

‖β̂ −β
0‖q

q = ‖β̂N c‖q
q +‖β̂N −β

0‖q
q ≤

2qλ qs0

φ 2q(3,S0,2s0)
+

4qλ qs0

φ 2q(3,S0,2s0)

=
(2q +4q)λ qs0

φ 2q(3,S0,2s0)
.

tu

6.8.2 Application to general loss and a sparse approximation of the
truth

Recall from the previous section, that S∗ is the active set of the oracle f ∗ := fβ ∗ and
φ∗ = φ(S∗), and that

2ε
∗ := 3E ( fβ ∗)+2H

(
4λ
√

s∗
φ∗

)
.
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We now define

2e∗ := 3E ( fβ ∗)+2H
(

4λ
√

2s∗
φmin(3,S∗,2s∗)

)
.

Lemma 6.11. Suppose the conditions of Theorem 6.4 are met. Then on the set T =
{ZM∗ ≤ λ0M∗} defined in (6.26), we have for 1≤ q≤ 2,

‖β̂ −β
∗‖q

q ≤ (4q +2q+1)s−(q−1)
∗ (e∗/λ )q. (6.35)

We remark that when the truth f 0 is itself linear, i.e., when f 0 = f 0
GLM, and one

takes f ∗ = f 0
GLM, then one can replace the minimal adaptive restricted eigen-

value φmin(3,S0,2s0) by the (not smaller and perhaps larger) restricted eigenvalue
φ(3,S0,2s0), as in the case of least squares error loss considered in Lemma 6.10.
One then needs to adjust the arguments in the proof of Theorem 6.4, considering the
sets {

sup
‖β−β ∗‖1≤M

|νn(β )−νn(β
∗)|/‖β −β

∗‖1 ≤ λ0

}
.

With the help of the so-called peeling device (see e.g. van de Geer (2000)), one can
show that such sets have large probability.

Proof of Lemma 6.11. By Theorem 6.4,

λ‖β̂ −β
∗‖1 ≤ 4ε

∗. (6.36)

In the proof of Theorem 6.4, we keep β ∗ as it is, and we replace S∗ by N , with
N \S∗ being the set indices of of the largest |β̂ j|, j /∈ S∗. We moreover replace
‖β̂N −β ∗‖1 by

√
2s∗‖β̂N −β ∗‖2. Instead of 6.36, we then obtain

λ‖β̂N c‖1 +λ
√

2s∗‖β̂N −β
∗‖2 ≤ 4e∗.

(see also Lemma 6.12 for this line of reasoning). It follows that

‖β̂N c‖q ≤ s−(q−1)/q‖β̂Sc∗‖1 ≤ 4s−(q−1)/qe∗/λ .

We also have
‖β̂N −β

∗‖2 ≤ 4e∗/(λ
√

2s∗),

and thus

‖β̂N −β
∗‖q ≤ (2s∗)(q−2)/(2q)‖β̂N −β

∗‖2 ≤ (2s∗)−(q−1)/q4e∗/λ .

Hence
‖β̂ −β

∗‖q
q ≤ 4qs−(q−1)

∗ (e∗/λ )q +4q(2s∗)−(q−1)(e∗/λ )q

= (1+2−(q−1))4qs−(q−1)
∗ (e∗/λ )q.

tu
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The following corollary takes f ∗ = f 0.

Corollary 6.4. If f 0 = fβ 0 is linear, we have for S = {S0}, under the conditions of
Lemma 6.11, and on T defined in (6.26),

‖β̂ −β
0‖q

q ≤ (4q +2q+1)s−(q−1)
0 λ

−qHq
(

4λ
√

2s0

φmin(3,S0,2s0

)
.

In the case of quadratic margin behavior, with G(u) = cu2, we then get on T ,

‖β̂ −β
0‖q

q ≤ (4q +2q+1)λ qs0

(
8

c2φ 2
min(3,S0,2s0)

)q

(compare with Lemma 6.10).

Of special interest is the case q = 2. We present the situation with quadratic margin
behavior.

Corollary 6.5. Assume the conditions of Lemma 6.11, and that G(u) = cu2. Then
on T defined in (6.26),

‖β̂ −β
∗‖2

2 ≤ 6λ
2s∗

(
3E ( fβ ∗)

λ 2s∗
+

16
c2φ 2

min(3,S∗,2s∗)

)2

.

6.9 The weighted Lasso

The weighted Lasso is

β̂ = argmin
β

{
Pnρ fβ +λ

p

∑
j=1

w j|β j|

}
, (6.37)

where {w j}p
j=1 are (possibly random) non-negative weights. Consider fβ (·) =

∑
p
j=1 β jψ j(·), with ψ j given base functions on Z . Inserting weights in the penalty

is equivalent to a normalization of the base functions ψ j. The normalization is im-
plicit in the previous sections, namely in the sets T considered. Only with a proper
normalization will these sets have large probability.

Suppose that ψ1 ≡ 1, and that the other ψ j’s are centered. A reasonable choice for
the weights is then to take w1 = 0 and, for j = 2, . . . , p,

w2
j = Pnψ

2
j := σ̂

2
j . (6.38)
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Corollary 6.6 below will deal with zero weights, that is, unpenalized terms. Further-
more, weights that uniformly stay away from zero and infinity, do not require a new
argument. That is, with the weights as in (6.38) (say) on the set

Ω := {δ ≤ w j ≤ 1/δ , ∀ j ∈ {2, . . . , p}},

with 0 < δ < 1 fixed but otherwise arbitrary, one can easily adjust Theorem 6.4,
combining it with Corollary 6.6, with the constant δ now appearing in the bounds.
We will furthermore show in Example 14.1 (Section 14.5.1, see also Problem 14.4)
that, under some moment conditions, with random design, for the choice (6.38), the
set Ω has large probability.

The situation is more involved if weights can be arbitrarily large or arbitrarily small.
Assuming the truth f 0 = fβ 0 is linear, with active set S0, the adaptive Lasso attempts
to make the weights w j close to zero for indices j in S0, and very large for j not in
S0. This means the weights are chosen “adaptively”, a situation which is deferred to
Section 6.10.

The remainder of this section studies the case where certain weights are a priori set
to zero. As pointed out, the constant term is often left unpenalized, and there may
also be other unpenalized terms; say w1 = . . . = wr = 0 and all other weights are
equal to one. The Lasso then becomes

β̂ = argmin
β

{
Pnρ fβ +λ

p

∑
j=r+1

|β j|

}
, (6.39)

where r ≤ p. One can rather easily see from the proof of Theorem 6.4 that if one
forces the oracle to keep the unpenalized coefficients, there is no additional argu-
ment needed to handle this situation. This gives the following corollary.

Corollary 6.6. Assume the conditions of Theorem 6.4. Suppose the oracle is re-
stricted to sets S containing the indices 1, . . . ,r of the unpenalized coefficients. Then
on the set T given in (6.26), we have for the estimator β̂ given in (6.39),

E ( f
β̂
)+λ‖β̂ −β

∗‖1 ≤ 4ε
∗ = 6E ( fβ ∗)+4H

(
4λ
√

s∗
φ∗

)
.

Again, when the penalty is a weighted version ∑
p
j=r+1 w j|β j|, with the non-zero

weights w j bounded away from zero and infinity (with large probability), the theory
goes through with no substantial changes.

If none of the coefficients are penalized, we are back in the situation of Section
6.5 (assuming p ≤ n). Comparing the result with those of Section 6.5, we see that
we now rely on the perhaps restrictive compatibility condition, and that the result is
possibly less good, in the sense that λ̄ < λ (i.e., we generally now have a superfluous
log-term).
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Also with some penalized coefficients, the above corollary does not always give the
best result. With squared error loss, one may use projection arguments. For instance,
centering all ψ j makes them orthogonal to the constant term. More generally, one
may want to choose the {ψ j}p

j=r+1 orthogonal to the {ψ j}r
j=1. In the least squares

case, one can then simply separate the estimation of the {β j}r
j=1 from the estimation

of the penalized coefficients {β j}p
j=r+1 (see also Problem 6.9). In other situations,

this is however not always possible.

An extension occurs when there are additional “nuisance” parameters, which do
not occur as coefficients in the linear model, but rather nonlinearly (and which are
not penalized, say). With the above approach, assuming some smoothness in the
nuisance parameters, such a situation can be incorporated as well. More precise
derivations for possibly non-convex models are given in Section 9.4.

6.10 The adaptively weighted Lasso

We again look at squared error loss (other loss can be treated similarly), and con-
sider, as in Section 6.9, the weighted Lasso

β̂weight = argmin
β

{
1
n

n

∑
i=1

(Yi− fβ (Xi))
2 +λinitλweight

p

∑
j=1

w j|β j|

}
,

where {w j}p
j=1 are (possibly random) non-negative weights. This section is tailored

for the situation where the weights may be chosen depending on some initial esti-
mator, as is for example the case for the adaptive Lasso (see Section 2.8 and, for
further theoretical results, Sections 7.8 and 7.9). This generally means that the reg-
ularization parameter λinit is of the same order of magnitude as the regularization
parameter λ for the standard Lasso. An appropriate choice for the regularization
parameter λweight depends on the (random) weights (see (6.40)).

Fix λ0 > 0 and define

T :=
{

max
1≤ j≤p

2|(ε,ψ j)n| ≤ λ0

}
.

For sets S⊂ {1, . . . ,n} we define

‖wS‖2 :=
√

∑
j∈S

w2
j , wmin

Sc := min
j/∈S

w j.

Let us recall the definition of the adaptive restricted eigenvalue (see Section 6.8).
For L≥ 0, N ⊃ S, we define the set of restrictions
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Radap(L,S,N ) :=
{
‖βSc‖1 ≤ L

√
s‖βS‖2, ‖βN c‖∞ ≤ min

j∈N \S
|β j|
}
.

Definition We say that the adaptive (L,S,N)-restricted eigenvalue condition is sat-
isfied, with constant φadap(L,S,N) > 0, if for all N ⊃ S, with |N | = N, and all
β ∈Radap(L,S,N ), it holds that

‖βN ‖2 ≤ ‖ fβ‖/φadap(L,S,N).

The following lemma is proved in the same way as Theorem 6.2. It essentially re-
duces to Theorem 6.2 when one takes λw = 1 and w j = 1 for all j. The adaptive re-
stricted eigenvalue condition is however somewhat stronger than our “usual” com-
patibility condition. See Section 6.13 for the relations between various restricted
eigenvalues and the compatibility condition.

Lemma 6.12. Suppose we are on T . Let λinit ≥ 2λ0. Let S be a set with cardinality
|S| := s, that satisfies

Lwmin
Sc ≥ ‖wS‖2/

√
s,

and
λweight(‖wS‖2/

√
s∧wmin

Sc )≥ 1. (6.40)

Write f̂weight := f
β̂weight

. For all β we have

‖ f̂weight− f 0‖2
n +λinitλweight ∑

j/∈S
w j|β̂weight, j|/2

≤ 2‖ fβS − f 0‖2
n +

14λ 2
initλ

2
weight

φ 2
adap(6L,S,s)

‖wS‖2
2,

and
λinitλweight‖wS‖2‖(β̂weight)S−βS‖2 +λinitλweight ∑

j/∈S
w j|β̂weight, j|

≤ 5‖ fβS − f 0‖2
n +

7λ 2
initλ

2
weight

φ 2
adap(6L,S,s)

‖wS‖2
2.

Note that by (6.40), the bound for the prediction error of the weighted Lasso is
always at least 14λ 2

init|S|2/φ 2
adap(6L,S,s) (compare with the prediction error for the

initial Lasso, and compare also with Condition C in Section 7.8.6).

Proof of Lemma 6.12. We have on T

‖ f̂weight− f 0‖2
n +λinitλweight

p

∑
j=1

w j|β̂weight, j|
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≤ ‖ fβS − f 0‖2
n +λ0‖β̂weight−β‖1 +λinitλweight ∑

j∈S
w j|β j|,

and hence
‖ f̂weight− f 0‖2

n +λinitλweight ∑
j/∈S

w j|β̂weight, j|/2

≤ ‖ fβS − f 0‖2
n +3λinitλweight‖wS‖2‖(β̂weight)S−βS‖2/2.

Case i) If

‖ fβS − f 0‖2
n ≤ 3λinitλweight‖wS‖2‖(β̂weight)S−βS‖2/2,

we get

‖ f̂weight−f 0‖2
n+λinitλweight∑

j/∈S
w j|β̂weight, j|/2≤ 3λinitλweight‖wS‖2‖(β̂weight)S S 2

(6.41)
It follows that

‖(β̂weight)Sc‖1 ≤ 6L
√

s‖(β̂weight)S− (β )S‖2.

But then
‖wS‖2‖(β̂weight)S−βS‖2

≤ ‖wS‖2‖ f̂weight− fβS‖n/φadap(6L,S,s)

≤ ‖wS‖2‖ f̂weight− f 0‖n/φadap(6L,S,s)+‖wS‖2‖ fβS − f 0‖n/φadap(6L,S,s).

This gives
‖ f̂weight− f 0‖2

n +λinitλweight ∑
j/∈S

w j|β̂weight, j|/2

≤ 3λinitλweight‖wS‖2‖ f̂weight− f 0‖n/φadap(6L,S,s)

+3λinitλweight‖wS‖2‖ fβS − f 0‖n/φadap(6L,S,s)

≤ 1
2
‖ f̂weight− f 0‖2

n +‖ fβS − f 0‖2
n +

27λ 2
initλ

2
weight‖wS‖2

2

4φ 2
adap(6L,S,s)

.

Hence,

‖ f̂weight− f 0‖2
n +λinitλweight ∑

j/∈S
w j|β̂weight, j| ≤ 2‖ fβS − f 0‖2

n +
27λ 2

initλ
2
weight‖wS‖2

2

2φ 2
adap(6L,S,s)

.

We now apply 27/2≤ 14.

Case ii) If
‖ f̂βS − f 0‖2

n > λinitλweight‖wS‖2‖(β̂weight)S−βS‖2,

we get

−β ‖ .
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‖ f̂weight− f 0‖2
n +λinitλweight ∑

j/∈S
w j|β̂weight, j| ≤ 2‖ fβS − f 0‖2

n.

For the second result, we add in Case i), λinitλweight‖wS‖2‖(β̂weight)S−βS‖2/2 to the
left and right hand side of (6.10):

‖ f̂weight−f 0‖2
n+λinitλweight‖wS‖2‖(β̂weight)S−βS‖2/2+λinitλweight∑

j/∈S
w j|β̂weight, j|/2

≤ 4λinitλweight‖wS‖2‖(β̂weight)S−βS‖2.

The same arguments now give

4λinitλweight‖wS‖2‖(β̂weight)S−βS‖2 ≤

‖ f̂weight− f 0‖2
n +14‖ fβS − f 0‖2

n/3+
44λ 2

initλ
2
weight‖wS‖2

7φ 2
adap(6L,S,s)

.

In Case ii), we have

λinitλweight ∑
j/∈S

w j|β̂weight, j| ≤ 4‖ fβS − f 0‖2
n,

and also
λinitλweight‖wS‖2‖(β̂weight)S−βS‖2 < 2‖ fβS − f 0‖2

n/3.

So then

λinitλweight‖wS‖2‖(β̂weight)S−βS‖2 +λinitλweight ∑
j/∈S

w j|β̂weight, j|

< 14‖ fβS − f 0‖2
n/3.

We now use 14/3≤ 5 and 44/7≤ 7. tu

6.11 Concave penalties

We study squared error loss and fixed design (for simplicity), but now with `r-
penalty

‖β‖r
r =

p

∑
j=1
|β j|r,

where 0≤ r ≤ 1 (in particular, ‖β‖0
0 := #{β j 6= 0}). We consider data {(Xi,Yi)}n

i=1,
with response variable Yi ∈ R and covariable Xi ∈X (i = 1, . . . ,n).
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Let, again as in Section 6.3,

fβ :=
p

∑
j=1

β jψ j(·), β ∈ Rp,

be real-valued linear functions on X . The estimator with `r-penalty is

β̂ := argmin
β

{
1
n

n

∑
i=1

(
Yi− fβ (Xi)

)2
+λ

2−r‖β‖r
r

}
,

where 0 ≤ r ≤ 1 is fixed. We let f̂ := f
β̂

. Again, λ is a (properly chosen) regular-

ization parameter. We will typically choose it of order λ �
√

log p/n. We show that
the least squares estimator with concave penalty has oracle properties similar to the
Lasso. The proofs for this section can be found in Subsection 6.11.2.

The idea is that the `r-penalized estimator (r < 1) is in some sense less biased than
the Lasso. In particular, the `0-penalty is often considered as theoretically ideal, but
unfortunately computationally infeasible. Also the `r-penalty with 0< r < 1 is com-
putationally difficult. Moreover, its theoretical merits seem only to become apparent
when looking at variable selection (see Section 7.13). Nevertheless, in this section
we only treat the prediction error and `r-error. Our results are to be understood as
showing that one does not loose in prediction error (but that there is possibly a gain
in model selection). The results of this section only serve as a theoretical benchmark
of what can be accomplished. In practice (for 0 < r < 1), one may apply a one step
approximation of the concave penalty by using an adaptive Lasso procedure (see
e.g. Subsection 2.8)

min
β

{
1
n

n

∑
i=1

(
Yi− fβ (Xi)

)2
+ rλ

2−r
p

∑
j=1

|β j|
|β̂ j,init|1−r

}
,

where β̂init is an initial estimate, obtained e.g. by the (standard `1-) Lasso. In other
words, the concave penalty is connected to the adaptive Lasso, indeed indicating
that it will be less biased than the (one stage, non-adaptive) Lasso. However, there
may be a great discrepancy between the `r-penalized estimator, and adaptive (two
stage) Lasso. We refer to Zhang (2010) for some important contributions for concave
penalties, in particular rigorous theory for a related algorithm, and for the role of the
initial estimates. Theory for the standardly weighted adaptive Lasso is provided in
Chapter 7.

The true regression is
f 0(Xi) := EYi,

and εi := Yi− f 0(Xi), (i = 1, . . . ,n) denotes the measurement error. We let for f :
X → R,

‖ f‖2
n :=

1
n

n

∑
i=1

f 2(Xi),
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and define the empirical inner product

(ε, f )n :=
1
n

n

∑
i=1

εi f (xi).

6.11.1 Sparsity oracle inequalities for least squares with `r-penalty

With some abuse of notation, we write for a positive, semi-definite (p× p)-matrix,

‖ fβ‖2
Σ := β

T
Σβ , β ∈ Rp.

Thus, ‖ fβ‖n = ‖ fβ‖Σ̂
.

Definition We say that the (Σ0, `r)-compatibility condition is satisfied for the set S,
with constant φΣ0,r(S) > 0, if for all β ∈ Rp, that satisfy ‖βSc‖r

r ≤ 3‖βS‖r
r, it holds

that
‖βS‖r

r ≤ ‖ fβ‖r
Σ0
|S|

2−r
2 /φ

r
Σ0,r(S). (6.42)

Obviously, for r = 0, the (Σ0, `r)-compatibility condition is trivially fulfilled for all
S, with φΣ0,r(S) = 1. In this sense, the `0-penalty does not need any compatibility
condition.

To go from the `r-world to the `2-world, we may use

Lemma 6.13. We have for all index sets S,

‖βS‖r
r ≤ |S|

2−r
2 ‖β‖r

2.

For 0 < r ≤ 1, the (Σ0, `r)-compatibility condition on an index set S can be used to
compare ‖ · ‖Σ0 and ‖ · ‖

Σ̂
. Define

‖Σ̂ −Σ0‖∞ := max
j,k
|(Σ̂) j,k− (Σ0) j,k|,

The norms ‖ · ‖Σ0 and ‖ · ‖
Σ̂

are close if, with λ̃ ≥ ‖Σ̂ − Σ0‖∞, the expression
λ̃ |S| 2−r

r /φ 2
Σ0,r(S) is small. This is shown in the next lemma. This lemma is actu-

ally a generalization of Lemma 6.17 which is given in the next section, and which
considers only the case r = 1.

Lemma 6.14. Let 0 < r≤ 1. Suppose that the (Σ0, `r)-compatibility condition holds
for S, with compatibility constant φΣ0,r(S). For all β ∈ Rp satisfying ‖βSc‖r

r ≤
3‖βS‖r

r,
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n

‖ fβ‖2
Σ0

−1

∣∣∣∣∣≤ 4
2
r ‖Σ̂ −Σ0‖∞|S|

2−r
r /φ

2
Σ0,r(S).

We now state the oracle inequality for the case of concave penalties. The result is
a straightforward extension of Lemma 6.3. We assume to be on the set T given in
(6.43), where the empirical process behaves well. In Corollary 14.7, it is shown that,
under general conditions, T has large probability, for λ0 of order

√
log p/n.

Our definition of the oracle is a generalization of Subsection 6.2.3. Let S be an index
set. Recall the projection fS = fbS , in L2(Qn), of f 0 on the linear space spanned by
{ψ j} j∈S:

fS := arg min
f= fβS

‖ f − f 0‖n.

Definition of the oracle We define the oracle as β ∗ := bS∗ , with

S∗ := arg min
S∈S

{
4‖fS− f 0‖2

n +12(9λ )2|S|2/φ

2r
2−r

Σ0,r
(S)
}
,

and set f ∗ := fβ ∗ , and φ∗.r := φΣ0,r(S∗).

Lemma 6.15. (`r-penalty) Let T be the set

T :=

sup
β

∣∣2(ε, fβ )n
∣∣

‖ fβ‖
2(1−r)

2−r
n ‖β‖

r
2−r
r

≤ λ0

 , (6.43)

where for r = 0,

‖β‖
r

2−r
r :=

√
sβ , sβ = ‖β‖0

0.

Suppose λ 2−r ≥ 5λ
2−r
0 41−r. Let the oracle minimize over the set

S ⊂ {S : 4
2
r λ̃ |S|

2−r
2 /φ

2
Σ0,r(S)≤ 1/2}.

We then have on T ∩{‖Σ̂ −Σ0‖∞ ≤ λ̃},

‖ f̂ − f 0‖2
n +4λ

2−r‖β̂ −β
∗‖r

r/5

≤ 4‖ f ∗ − f 0‖2
n +12(9λ )2|S∗|/φ

2r
2−r
∗,r .

6.11.2 Proofs for this section (Section 6.11)

We start with some simple inequalities (compare with our calculations of convex
conjugates, see Section 6.4).
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Lemma 6.16. Let u and v be positive numbers. Then for 0≤ r ≤ 1,

urv≤ u2 +
( r

2

) r
2−r
(

1− r
2

)
v

2
2−r ≤ u2 + v

2
2−r .

Moreover,

u
2(1−r)

2−r v
r

2−r ≤ u2 +
(1− r)1−r

(2− r)2−r vr ≤ u2 + vr.

Proof. For r = 0, the results are trivial. For 0 < r ≤ 1, it holds that

max
u

(
uv−u2/r

)
=
( r

2

) r
2−r
(

1− r
2

)
v

2
2−r ,

which implies the first result.

The second result follows from replacing r by 2(1−r)
2−r and v by v

r
2−r . tu

Corollary 6.7. For all 0≤ r ≤ 1 and c > 0, it holds that

urv≤ cu2 +
v

2
2−r

c
r

2−r
,

and
u

2(1−r)
2−r v

r
2−r ≤ cu2 +

vr

c1−r .

Proof of Lemma 6.13. For r = 0, the result is trivial. For 0 < r ≤ 1, let p := 2/r,
and

1
q

:= 1− 1
p
=

2− r
2

.

Then, by Hölder’s inequality, for any sequence {a j} of numbers

∑
j∈S
|a j| ≤ |S|

1
q ‖a‖p.

Apply this with a j = |β j|r. tu.

Proof of Lemma 6.14. For all β ,∣∣‖ fβ‖2
Σ̂
−‖ fβ‖2

Σ0

∣∣= |β T
Σ̂β −β

T
Σ0β |

= |β T (Σ̂ −Σ0)β | ≤ λ̃‖β‖2
1 ≤ λ̃‖β‖2

r ,

since 0 < r ≤ 1. If ‖βSc‖r
r ≤ 3‖βS‖r

r, we also have

‖β‖2
r ≤ 4

2
r ‖βS‖2

r ≤ 4
2
r |S|

2−r
r ‖ fβ‖2

Σ0
/φ

2
Σ0,r(S).
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tu.

Proof of Lemma 6.15. Clearly, on T , by the Basic Inequality,

‖ f̂ − f 0‖2
n +λ

2−r‖β̂‖r
r ≤ λ0‖ f̂ − f ∗‖

2(1−r)
2−r

n ‖β̂ −β
∗‖

r
2−r
r +λ

2−r‖β ∗‖r
r +‖ f ∗ − f 0‖2

n

≤ 1
4
‖ f̂ − fβ ∗‖2

n +λ
2−r
0 ‖β̂ −β

∗‖r
r4

1−r +λ
2−r‖β ∗‖r

r +‖ f ∗ − f 0‖2
n.

We now invoke that for 0≤ r ≤ 1, and all β and β̃ , and for all S,

‖βS‖r
r−‖β̃S‖r

r ≤ ‖βS− β̃S‖r
r.

This gives
3
4
‖ f̂ − f 0‖2

n +(λ 2−r−41−r
λ

2−r
0 )‖β̂Sc∗‖

r
r

≤ (λ 2−r +λ
2−r
0 41−r)‖β̂S∗ −β

∗
S∗‖r

r +‖ f ∗ − f 0‖2
n.

Case i) Whenever

(λ 2−r +λ
2−r
0 41−r)‖β̂S∗ −β

∗
S∗‖

r
r ≥ ‖ f ∗ − f 0‖2

n,

we have

3
4
‖ f̂ − f 0‖2

n +(λ 2−r−41−r
λ

2−r
0 )‖β̂Sc∗‖

r
r ≤ 2(λ 2−r +λ

2−r
0 41−r)‖β̂S∗ −β

∗
S∗‖

r
r.

But, as λ 2−r ≥ 5λ
2−r
0 41−r,

2(λ 2−r +λ
2−r
0 41−r)

λ 2−r−41−rλ 2−r
0

≤ 3,

so then we may apply the (Σ0, `r)-compatibility condition, or actually, its implied
(Σ̂ , `r)-compatibility condition. This gives on T ∩{‖Σ̂ −Σ0‖∞ ≤ λ̃},

3
4
‖ f̂ − f 0‖2

n +(λ 2−r−41−r
λ

2−r
0 )‖β̂ −β

∗‖r
r ≤ 3(λ 2−r +λ

2−r
0 41−r)‖β̂S∗ −β

∗
S∗‖

r
r

≤ 2
r
2 (λ 2−r +λ

2−r
0 41−r)|S∗|

2−r
2 ‖ f̂ ∗ − f ∗‖r

n/φ
r
∗,r

because S∗ ∈S implies φ 2
Σ̂ ,r

(S∗)≥ 2φ 2
∗,r. Application of Corollary 6.7 gives

3
4
‖ f̂ − f 0‖2

n +(λ 2−r−41−r
λ

2−r
0 )‖β̂ −β

∗‖r
r

≤ 1
2
‖ f ∗ − f0‖2

n +2×2
r

2−r (3(λ 2−r +λ
2−r
0 41−r))

2
2−r |S∗|/φ

2r
2−r
∗,r

+‖ f ∗ − f 0‖2
n +2

r
2−r (3(λ 2−r +λ

2−r
0 41−r))2|S∗|/φ

2r
2−r
∗,r .
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So then
‖ f̂ − f 0‖2

n +4(λ 2−r−41−r
λ

2−r
0 )‖β̂ −β

∗‖r
r

≤ 4‖ f ∗ − f 0‖2
n +12×2

r
2−r (3(λ 2−r +λ

2−r
0 41−r))

2
2−r |S∗|/φ

2r
2−r
∗,r

≤ 4‖ f ∗ − f 0‖2
n +12(9λ )2|S∗|/φ

2r
2−r
∗,r ,

where we use

3(λ 2−r +λ
2−r
0 41−r)≤ 3(λ 2−r +λ

2−r/5) = 18λ
2−r/5,

and
2

r
2−r (18/5)

2
2−r ≤ 92.

Case ii) If on the other hand,

(λ 2−r +λ
2−r
0 41−r)‖β̂S∗ −β

∗
S∗‖

r
r < ‖ f ∗ − f 0‖2

n,

we get
3
4
‖ f̂ − f 0‖2

n +(λ 2−r−41−r
λ

2−r
0 )‖β̂Sc∗‖

r
r ≤ 2‖ f ∗ − f 0‖2

n,

so also

3
4
‖ f̂ − f 0‖2

n +(λ 2−r−41−r
λ

2−r
0 )‖β̂ ∗ −β

∗‖r
r ≤ 3‖ f ∗ − f 0‖2

n,

and hence

‖ f̂ − f 0‖2
n +(λ 2−r−41−r

λ
2−r
0 )‖β̂ ∗ −β

∗‖r
r ≤ 4‖ f ∗ − f 0‖2

n.

tu

6.12 Compatibility and (random) matrices

As in Section 6.3, let (F,‖ · ‖) be a normed space of real-valued functions on Z ,
and F := { fβ = ∑

p
j=1 β jψ j : β ∈ Rp} ⊂ F be a linear subset. Observe that both

the margin condition (see Section 6.4), as well as the compatibility condition, de-
pend on the norm ‖ · ‖. It is generally the L2(P)-norm (or, in regression problems,
the L2(Q)-norm where Q is the marginal distribution of the co-variables), but also
other norms may be of interest. In this section, we consider the situation where
‖ fβ‖2 = β T Σ0β := ‖ fβ‖2

Σ0
is a quadratic form in β . The matrix Σ0 is some p× p

symmetric, positive semi-definite matrix. To stress the dependence on Σ0, we call
the compatibility condition for this norm the Σ0-compatibility condition.
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We will show that when two matrices Σ0 and Σ1 are “close” to each other, the Σ0-
compatibility condition implies the Σ1-compatibility condition. This is particularly
useful when Σ0 is a population covariance matrix Σ and Σ1 is its sample variant Σ̂ .
This allows then an easy switch from the Lasso with least squares loss and fixed
design, to random design. For convex Lipschitz loss, whether or not the design is
fixed or random plays a less prominent role.

Of particular interest are the choices Σ0 = Σ , where Σ is the p× p Gram matrix

Σ =
∫

ψ
T

ψdP, ψ := (ψ1, . . . ,ψp).

Also of interest is the choosing the empirical version Σ0 = Σ̂ , where

Σ̂ :=
∫

ψ
T

ψdPn,

where Pn is the empirical distribution of n observations Z1, . . . ,Zn. One may also
consider a normalized version Σ0 := R̂, with R̂ := diag(Σ̂)−1/2Σ̂ diag(Σ̂)−1/2.

Definition We say that the Σ0-compatibility condition is met for the set S, with
constant φΣ0(S)> 0, if for all β ∈ Rp, that satisfy ‖βSc‖1 ≤ 3‖βS‖1, it holds that

‖βS‖2
1 ≤ ‖ fβ‖2

Σ0
|S|/φ

2
Σ0
(S).

For two (positive semi-definite) matrices Σ0 and Σ1, we define the supremum dis-
tance

‖Σ1−Σ0‖∞ := max
j,k
|(Σ1) j,k− (Σ0) j,k|,

Lemma 6.17. Suppose that the Σ0-compatibility condition holds for the set S with
cardinality s, with compatibility constant φΣ0(S). Assume

‖Σ1−Σ0‖∞ ≤ λ̃ .

Then for all β satisfying ‖βSc‖1 ≤ 3‖βS‖1,∣∣∣∣∣‖ fβ‖2
Σ1

‖ fβ‖2
Σ0

−1

∣∣∣∣∣≤ 16λ̃ s/φ
2
Σ0
(S).

Proof of Lemma 6.17. For all β ,∣∣‖ fβ‖2
Σ1
−‖ fβ‖2

Σ0

∣∣= |β T
Σ1β −β

T
Σ0β |

= |β T (Σ1−Σ0)β | ≤ λ̃‖β‖2
1.

But if ‖βSc‖1 ≤ 3‖βS‖1, we also have by the Σ0-compatibility condition,
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‖β‖1 ≤ 4‖βS‖1 ≤ 4‖ fβ‖Σ0

√
s/φΣ0(S).

This gives ∣∣‖ fβ‖2
Σ1
−‖ fβ‖2

Σ0

∣∣≤ 16λ̃‖ fβ‖2
Σ0

s/φ
2
Σ0
(S).

tu.

Corollary 6.8. Suppose that the Σ0-compatibility condition holds for the set S with
cardinality s, with compatibility constant φΣ0(S), and that ‖Σ1−Σ0‖∞ ≤ λ̃ , where

32λ̃ s/φ
2
Σ0
(S)≤ 1. (6.44)

Then, for the set S, the Σ1-compatibility condition holds as well, with φ 2
Σ1
(S) ≥

φ 2
Σ0
(S)/2. Moreover, for all β satisfying ‖βSc‖1 ≤ 3‖βS‖1, we have

‖ fβ‖2
Σ0
≤ 2‖ fβ‖2

Σ1
≤ 3‖ fβ‖2

Σ0
.

A similar statement can be made for the (adaptive) (L,S,N)-restricted eigenvalue
condition, as considered in Section 6.8 and Section 6.10. (Section 6.13 gathers the
various conditions.) See Problem 6.10 for a general statement.

We remark that for the case where Σ1 is the sample covariance matrix Σ̂ of a sample
from a population with covariance matrix Σ , the results can be refined (e.g. in the
sub-Gaussian case), leading to a major relaxation of (6.44). The details can be found
in Zhou (2009a).

Asymptotics In the case Σ0 = Σ , and Σ1 = Σ̂ , and under (moment) conditions,
one has ‖Σ1−Σ0‖∞ ≤ λ̃ with large probability, where λ̃ is of order

√
log p/n (see

Problem 14.3). We conclude that if

s/φ
2
Σ (S) = O

(√
n

log p

)
, (6.45)

then the metrics ‖ · ‖Σ and ‖ · ‖
Σ̂

show similar behavior on the set of functions fβ

with ‖βSc‖1 ≤ 3‖βS‖1.

Let us now look at some further implications of Corollary 6.8 for the Lasso. Let, for
some measure Q1,

Σ1 :=
∫

ψ
T

ψdQ1.

By definition, ‖ fβ‖2
Σ1

= β T Σ1β . We now also use the same notation ‖ · ‖Σ1 for the
L2(Q1)-norm, so that ‖ f‖Σ1 is defined for all f ∈ F. This is not completely correct,
as Σ1 generally does not characterize the L2(Q1)-norm, but we believe confusion is
not likely.

Recall that the excess risk is E ( f ) := P( f − f 0) (see Section 6.3). We introduce a
set Flocal ⊂ F as in Section 6.4.
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Definition We say that the Σ1-margin condition holds with strictly convex function
G, if for all f ∈ Flocal, we have

E ( f )≥ G(‖ f − f 0‖Σ1).

Suppose the Σ1-margin condition holds, and the Σ0-compatibility condition for a
certain collection of sets S. Let

S ⊆ {S : 32λ̃ |S|/φ
2
Σ0
(S)≤ 1}.

When ‖Σ1−Σ0‖∞ ≤ λ̃ , we know from Corollary 6.8 that the Σ1-compatibility con-
dition also holds for all S ∈S . Let us recall some definitions, now with the implied
bound for the Σ1-compatibility constant.

Set, as in Section 6.7,

bS := arg min
β=βS

E ( fβ ), fS := fbS .

Let

S∗ := arg min
S∈S

{
3E (fS)+2H

(
4
√

2λ
√
|S|

φΣ0(S)

)}
.

β
∗ := bS∗ , f ∗ := fβ ∗ ,

ε
∗ := 3E ( f ∗)/2+H

(
4
√

2λ
√
|S∗|

φΣ0(S∗)

)
, M∗ := ε

∗/λ0.

An immediate corollary of Theorem 6.4 is now:

Corollary 6.9. Assume the Σ1-margin condition with strictly convex function G,
with convex conjugate H. Take

S ⊆ {S ∈S0 : 32λ̃ |S|/φ
2
Σ0
(S)≤ 1}.

Assume fβ ∈ Flocal for all ‖β −β ∗‖1 ≤M∗, as well as f ∗ ∈ Flocal, and that λ ≥ 8λ0.
Let T := {ZM∗ ≤ λ0M∗}. Then on the set T ∩{‖Σ1−Σ0‖∞ ≤ λ̃}, we have

E ( f̂ )+λ‖β̂ −β
∗‖1 ≤ 4ε

∗ = 6E ( f ∗)+4H

(
4
√

2λ
√
|S∗|

φΣ0(S∗)

)
.

If f 0 = fβ 0 , and if, for S0 := Sβ 0 , it holds that 32λ̃ |S0|φ 2
Σ0
(S0) ≤ 1, then we have

under the above assumptions with S = {S0}, that on T ∩{‖Σ1−Σ0‖∞ ≤ λ̃},



154 6 Theory for the Lasso

E ( f̂ )≤ 4ε
0 := 4H

(
4
√

2λ
√
|S0|

φΣ0(S0)

)
.

Also, then on T ∩{‖Σ1−Σ0‖∞ ≤ λ̃},∣∣∣∣‖ f̂ − f 0‖2
Σ0
−‖ f̂ − f 0‖2

Σ1

∣∣∣∣≤ λ̃

(
4ε0

λ

)2

.

The assumption 32λ̃ |S0|/φ 2
Σ0
(S0) ≤ 1 is related to the possibility to consistently

estimate β 0 in `1-norm. Corollary 6.9 implies that

‖β̂ −β
0‖1 ≤ 4ε

0/λ .

Assume now for simplicity that the margin behavior is quadratic, say G(u) = cu2.
Then the convex conjugate is H(v) = v2/(4c), and we find

ε
0/λ :=

8λ |S0|
cφ 2

Σ0
(S0)

.

With λ being of order
√

log p/n, the condition |S0|/φ 2
Σ0
(S0) = O(

√
n/ log p) is

needed for a value ε0/λ that remains bounded.

In fact, a bounded (actually “small”) value for ε0/λ , or more generally for M∗ =
ε∗/λ0, will also be helpful to verify the assumptions. We assumed in Corollary 6.9
(and similarly in Theorem 6.4), that

fβ ∈ Flocal ∀ ‖β −β
∗‖1 ≤M∗. (6.46)

If the base functions are bounded, say ‖ψ j‖∞ ≤ K for all j, one easily verifies that
‖ fβ − fβ ∗‖∞ ≤ K‖β − β ∗‖1. Thus, if Flocal is an L∞-neighborhood of f 0, and the
oracle fβ ∗ is L∞-close enough to f 0, then condition (6.46) will be met when M∗ is
small enough. A detailed illustration of this line of reasoning is given in Example
6.4 (where, in particular, we require (6.34)).

Example 6.5. Application to squared error loss

Consider quadratic loss
ρ f (·,y) = (y− f (·))2.

Let Q(i) be the distribution of Xi, Q := ∑
n
i=1 Q(i)/n, and Qn the empirical distribution

based on X1, . . . ,Xn. Define the Gram matrices

Σ :=
∫

ψ
T

ψdQ, Σ̂ :=
∫

ψ
T

ψdQn.

For i = 1, . . . ,n, let the target f 0(Xi) := E(Yi|Xi) be the conditional expectation of Yi
given Xi.
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We write (for i = 1, . . . ,n), εi = Yi− f 0(Xi), and as before (Example 6.1), for f :
X → R,

(ε, f )n :=
1
n

n

∑
i=1

εi f (Xi),

and we let ‖ · ‖n (‖ · ‖) be the L2(Qn)- (L2(Q)-)norm. Thus,

‖ fβ‖n = ‖ fβ‖Σ̂
, ‖ fβ‖= ‖ fβ‖Σ .

We assume f 0 = fβ 0 is linear (or consider the estimation of the linear projection).
The (within sample) prediction error of a regression function f is ‖ f − f 0‖2

Σ̂
(for the

case of fixed design) or ‖ f − f 0‖2
Σ

(for the case of random design). More generally,
we may be interested in out-of-sample prediction error, or transductive situations
(Vapnik (2000)). This means one is interested in

‖ f − f 0‖2
Σ0
,

where Σ0 is some positive definite matrix possibly other than Σ̂ or Σ .

As for any design, the Σ̂ -margin condition holds, we obtain as consequence of
Corollary 6.9:

Corollary 6.10. Assume the Σ0-compatibility condition for S0 for some Σ0. Let λ̃

satisfy 32λ̃ |S0|/φ 2
Σ0
(S0)≤ 1. Let

T :=
{

max
j

2|(ε,ψ j)n| ≤ λ0

}
.

Then on T ∩{‖Σ̂ −Σ0‖∞ ≤ λ̃}, and for λ ≥ 8λ0, we have

‖ f̂ − f 0‖2
n +λ‖β̂ −β

0‖1 ≤
32λ 2|S0|
φ 2

Σ0
(S0)

,

and ∣∣∣∣‖ f̂ − f 0‖2
Σ0
−‖ f̂ − f 0‖2

n

∣∣∣∣≤ 32λλ̃ |S0|
φ 2

Σ0
(S0)

.

Note that the straightforward application of the rather general Corollary 6.9 resulted
in somewhat bigger constants than in Theorem 6.1, whose proof is tailored for the
situation considered.

One may alternatively directly apply Theorem 6.4 to general design, as the Σ -margin
condition holds as well. Note however that the set T then becomes

T =

{
sup

‖β−β 0‖1≤M∗

∣∣∣∣2(ε, fβ − f 0)n
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+‖ fβ − f 0‖2
n−‖ fβ − f 0‖2

∣∣∣∣≤ λ0M∗
}
.

We will treat this set in Section 14.9.

6.13 On the compatibility condition

The compatibility condition we discuss here partly follows van de Geer (2007), but
we also present some extensions. For a further discussion, we refer to van de Geer
and Bühlmann (2009).

Let Z be some measurable space, P be a probability measure on Z , ‖ · ‖ be the
L2(P) norm, and

F :=
{

fβ (·) =
p

∑
j=1

β jψ j(·) : β ∈ Rp
}

be a linear subspace of L2(P). The Gram matrix is

Σ :=
∫

ψ
T

ψdP,

so that
‖ fβ‖2 = β

T
Σβ := ‖ fβ‖2

Σ .

The entries of Σ are denoted by σ j,k := (ψ j,ψk), with (·, ·) being the inner product
in L2(P).

To clarify the notions we shall use below, consider for a moment a partition of the
form

Σ :=
(

Σ1,1 Σ1,2
Σ2,1 Σ2,2

)
,

where Σ1,1 is an s× s matrix, Σ2,1 is a (p− s)× s matrix and Σ1,2 := Σ T
2,1 is its

transpose, and where Σ2,2 is a (p− s)× (p− s) matrix.

Such partitions will play an important role in this section. We need them for general
index sets S with cardinality s, sets which are not necessarily the first s indices
{1, . . . ,s}. We introduce the s× s matrix

Σ1,1(S) := (σ j,k) j,k∈S,

the (p− s)× s matrix
Σ2,1(S) = (σ j,k) j/∈S,k∈S,

and the (p− s)× (p− s) matrix

Σ2,2(S) := (σ j,k) j,k/∈S.
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We let Λ 2
max(Σ1,1(S)) and Λ 2

min(Σ1,1(S)) be the largest and smallest eigenvalue
of Σ1,1(S) respectively. Throughout, we assume that Λ 2

min(Σ1,1(S)) > 0, i.e., that
Σ1,1(S) is non-singular.

We consider an index set S ⊂ {1, . . . , p}, with cardinality s := |S|. With β being a
vector in Rp, we denote by

β j,S := β jl{ j ∈ S}, j = 1, . . . , p,

the vector with only non-zero entries in the set S. We will sometimes identify βS
with {β j} j∈S ∈ Rs.

For a vector v, we invoke the usual notation

‖v‖q =

{
(∑ j |v j|q)1/q, 1≤ q < ∞

max j |v j|, q = ∞
.

We introduce minimal `1-eigenvalues, and re-introduce the compatibility constant.

Definition The minimal `1-eigenvalue of Σ1,1(S) is

Λ
2
min,1(Σ1,1(S)) := min

{
sβ T

S Σ1,1(S)βS

‖βS‖2
1

: ‖βS‖1 6= 0
}
.

Let L > 0 be some constant. The (L,S)-compatibility constant is

φ
2
comp(L,S) := min

{
sβ T Σβ

‖βS‖2
1

: ‖βSc‖1 ≤ L‖βS‖1 6= 0
}
.

By this definition, for all ‖βSc‖1 ≤ L‖βS‖1 6= 0,

‖βS‖2
1 ≤ s‖ fβ‖2/φ

2
comp(L,S).

In the previous sections, the constant L was chosen as L = 3 for ease of exposition.6

For applications to the Lasso, this may be replaced by some other value bigger than
one, but then one has to adjust the choice of the regularization parameter.

Definition
The (L,S)-compatibility condition is satisfied for the set S, if φcomp(L,S)> 0.

This definition is as in the previous sections. However, we now define φcomp(L,S)
as the largest possible constant for which the compatibility condition holds.

6 If λ is the regularization parameter, and λ0 < λ is the noise level we used in the set T of
Subsection 6.2.3, then one may replace L = 3 by L = (2λ +λ0)/(λ −λ0). The latter expression is
bounded by 3 when one assumes λ ≥ 4λ0. (In Subsection 6.2.2, we took β ∗ = β 0, λ ≥ 2λ0 and
L = (λ +λ0)/(λ −λ0).)
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In this section, we will present conditions for the compatibility condition to hold.
The organization is as follows. We first present some direct bounds for the compat-
ibility constant in Subsection 6.13.1. We show that the compatibility constant is a
minimizer of a Lasso problem.

In Subsection 6.13.2, we replace, in the definition of the compatibility constant,
the `1-norm ‖βS‖1 of βS by its bound

√
s‖βS‖2, and call the result the (adaptive)

restricted eigenvalue. The conditions are then similar to the restricted eigenvalue
condition of Bickel et al. (2009). We impose conditions on the length of the pro-
jection of − fβSc on fβS . Subsection 6.13.3 finally uses conditions from Candès and
Tao (2007), and also some extensions. It considers supsets N of S, and places re-
strictions on the minimal eigenvalues of Σ1,1(N ), and on the elements of Σ1,2(N )
(uniformly in all N ⊃ S with cardinality at most some given value N).

6.13.1 Direct bounds for the compatibility constant

A first, rather trivial observation is that if Σ = I, the compatibility condition holds
for all L and S, with φcomp(L,S) = 1. The case Σ = I corresponds to uncorrelated
variables. If there is correlation, this may be due to some common underlying la-
tent variables. Because this will become important later on, we present this simple
situation in a lemma (see also Problem 6.14).

Lemma 6.18. Suppose that
Σ = Σ0 + Σ̃ ,

where Σ0 and Σ̃ are both positive semi-definite. If the ‖ ·‖Σ0 -compatibility condition
holds for S with constant φcomp,Σ0(L,S), then also the ‖ · ‖Σ -compatibility holds for
S with constant φcomp,Σ (L,S)≥ φcomp,Σ0(L,S).

Proof of Lemma 6.18. This is clear, as

‖ fβ‖2
Σ = β

T
Σβ ≥ β

T
Σ0β

T = ‖ fβ‖Σ0

tu
An important special case is

Σ0 = (I−Θ),

where Θ = diag(θ1, . . . ,θp), with 0 ≤ θ j ≤ 1 for all j. Then φ 2
comp,Σ0

(L,S) ≥
Λ 2

min(Σ0) = 1−maxk∈S θk.

After normalizing by |S|, the larger S, the smaller the compatibility constant (and
hence the harder the compatibility condition).

Lemma 6.19. For S⊃ S◦,
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φ
2
comp(L,S)/|S| ≤ φ

2
comp(L,S

◦)/|S◦|.

Proof of Lemma 6.19. Suppose that ‖β(S◦)c‖1≤L‖βS◦‖1. Then ‖βSc‖1≤‖β(S◦)c‖1≤
L‖βS◦‖1 ≤ L‖βS‖1. Hence, for all ‖β(S◦)c‖1 ≤ L‖βS◦‖1,

φcomp(L,S)/
√
|S|= min

{
‖ f

β̃
‖

‖β̃S‖1
: ‖β̃Sc‖1 ≤ L‖β̃S‖1 6= 0

}
≤
‖ fβ‖
‖βS‖1

≤
‖ fβ‖
‖βS◦‖1

.

But then also

φcomp(L,S)/
√
|S| ≤min

{ ‖ fβ‖
‖βS◦‖1

: ‖β(S◦)c‖1 ≤ L‖βS◦‖1 6= 0
}

= φcomp(L,S◦)/
√
|S◦|.

tu
Compatibility constants may be smaller than the `1-eigenvalues of the matrix
Σ1,1(S), as the following lemma shows.

Lemma 6.20. We have

φ
2
comp(L,S)≤Λ

2
min,1(Σ1,1(S)).

Proof of Lemma 6.20. This follows from the obvious fact that for all β , (βS)Sc ≡ 0,
so certainly ‖(βS)Sc‖1 ≤ L‖βS‖1. Hence

s‖ fβS‖
2

‖βS‖2
1
≥ φ

2
comp(L,S).

tu
The question is of course: how can we calculate φ 2

comp(L,S)? It turns out that this
question is related to how the Lasso behaves as deterministic approximation scheme.

Let us define, for f ∈ L2(P) and L > 0,

LASSO( f ,L,S) := min
‖βS‖1≤L

‖ fβS − f‖2.

The restricted minimum can be derived using Lagrange calculus. Let λ ≥ 0 be the
Lagrange parameter, and set

βS(λ ) := argmin
β

{
‖ fβS − f‖2 +λ‖βS‖1

}
.

By duality, there exists a value λL such that
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LASSO( f ,L,S) = ‖ fβS,primal
− f‖2, βS,primal := βS(λL).

Lemma 6.21. The (L,S)-compatibility constant is the solution of a Lasso problem,
namely

φ
2
comp(L,S)/s = min

‖βS‖1=1
LASSO(− fβS ,L,S

c).

Lemma 6.21 does not provide us with explicit lower bounds for the compatibility
constant. This is the reason why we present further bounds in the subsections to
come.

The lemma illustrates that the problem of finding the compatibility constant is at
least as hard as finding the Lasso approximation. We actually hope that the Lasso
approximation LASSO(− fβS ,L,S

c) is not very good, i.e., that we cannot approxi-
mate − fβS very well by a function fβSc with ‖βSc‖1 ≤ L.

Proof of Lemma 6.21. We have

min
‖βSc‖1≤L‖βS‖1 6=0

‖ fβ‖2

‖βS‖2
1
= min
‖βSc‖1≤L‖βS‖1 6=0

‖ fβSc + fβS‖
2

‖βS‖2
1

= min
‖βSc‖1≤L‖βS‖1 6=0

‖ fβSc/‖βS‖1 + fβS/‖βS‖1‖
2 = min

‖βS‖1=1
min

‖βSc‖1≤L
‖ fβSc + fβS‖

2

= min
‖βS‖1=1

LASSO(− fβS ,L,S
c).

tu
Let us now have a closer look at the minimal `1-eigenvalue. Consider an s× s sym-
metric, positive definite matrix Σ1,1. One easily checks that

Λ
2
min,1(Σ1,1)≥Λ

2
min(Σ1,1).

The lower bound Λ 2
min(Σ1,1) can generally be improved, as the following lemma

shows.

Lemma 6.22. Let Σ1,1 be some s× s symmetric, positive definite matrix. Then for
some vector τ satisfying ‖τ‖∞ ≤ 1,

Λ
2
min,1(Σ1,1) =

τT Σ
−1
1,1 τ

s‖Σ−1
1,1 τ‖2

1
.

More precisely, a solution of

b := arg min
‖b‖1=1

bT
Σ1,1b.

is b = Σ
−1
1,1 τ/‖Σ−1

1,1 τ‖1, sign(b j) = τ jl{|b j| 6= 0}, j = 1, . . . ,s.
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Proof of Lemma 6.22. Introduce a Lagrange parameter λ ∈ R. Then the problem

min
‖b‖1=1

bT
Σ1,1b

is equivalent to minimizing, for a suitable λ ,

min{bT
Σ1,1b+2λ‖b‖1}.

By the KKT conditions (see Lemma 2.1), for b j 6= 0,

(Σ1,1b) j +λ sign(b j) = 0,

and for b j = 0,
|(Σ1,1b) j| ≤ |λ |.

Therefore, there exists a vector τ with ‖τ‖∞ ≤ 1 such that

Σ1,1b =−λτ,

and sign(b j) = τ j if b j 6= 0, and b j = 0 if |τ j|< 1. It follows that

bT
Σ1,1b =−λ‖b‖1.

So, because ‖b‖1 = 1, we have λ =−bT Σ1,1b < 0. Furthermore,

b =−λΣ
−1
1,1 τ.

It follows that
λ =−1/‖Σ−1

1,1 τ‖1.

So we may take the solution

b = Σ
−1
1,1 τ/‖Σ−1

1,1 τ‖1.

We now have
bT

Σ1,1b = τ
T

Σ
−1
1,1 τ/‖Σ−1

1,1 τ‖2
1.

tu

6.13.2 Bounds using ‖βS‖2
1 ≤ s‖βS‖2

2

Let S be a set with cardinality s. In the compatibility condition, one may replace
‖βS‖1 by its `2-bound

√
s‖βS‖2. This leads to the following definitions.

Definition The (L,S,s)-restricted eigenvalue of Σ is
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φ
2(L,S,s) := min

{‖ fβ‖2

‖βS‖2
2

: ‖βSc‖1 ≤ L‖βS‖1 6= 0
}
.

The adaptive (L,S, |S|)-restricted eigenvalue of Σ is

φ
2
adap(L,S,s) := min

{‖ fβ‖2

‖βS‖2
2

: ‖βSc‖1 ≤ L
√

s‖βS‖2 6= 0
}
.

Definition
We say that the (L,S,s)-restricted eigenvalue condition is met if φ(L,S,s)> 0.
The adaptive (L,S,s)-restricted eigenvalue condition holds if φadap(L,S,s)> 0.

The restricted eigenvalue condition from Bickel et al. (2009) assumes the (L,S,s)-
compatibility condition for all S with size s.

It is clear that φ 2
adap(L,S,s)≤ φ 2(L,S,s)≤ φ 2

comp(L,S), i.e.,

adaptive (L,S, |S|)-restricted eigenvalue condition⇒
(L,S,s)-restricted eigenvalue condition⇒
(L,S)-compatibility condition.

We first present a simple lower bound, for the case where Σ is non-singular.

Lemma 6.23. Suppose that Σ has smallest eigenvalue Λ 2
min(Σ)> 0. Then the adap-

tive (L,S, |S|)-restricted eigenvalue condition holds for all index sets S⊂ {1, . . . , p},
with φadap(L,S, |S|)≥Λmin(Σ).

Proof of Lemma 6.23. Let β ∈ Rp be arbitrary. It is clear that

‖β‖2 ≤ ‖ fβ‖/Λmin(Σ).

The result now follows from the trivial inequality ‖βS‖2 ≤ ‖β‖2. tu

Lemma 6.24. It holds that

φ
2
adap(L,S,s) = min

‖βS‖2=1
LASSO(− fβS ,L

√
s,Sc).

Proof of Lemma 6.24. We have

min
‖βSc‖1≤L

√
s‖βS‖2 6=0

‖ fβ‖2

‖βS‖2
2
= min
‖βSc‖1≤L

√
s‖βS‖2 6=0

‖ fβSc/‖βS‖2 + fβS/‖βS‖2‖
2

= min
‖βS‖2=1

min
‖βSc‖1≤L

√
s
‖ fβSc + fβS‖

2

= min
‖βS‖2=1

LASSO(− fβS ,L
√

s,Sc).
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tu
One may verify that, as with the compatibility constants,

φ(L,S, |S|)≤ φ(L,S◦, |S◦|)

for S⊃ S◦. The same is true for adaptive restricted eigenvalues.

Next, we show that our assumption Λ 2
min(Σ1,1(S))> 0 is not restrictive, in the con-

text of the present subsection.

Lemma 6.25. We have

φ
2(L,S,s)≤Λ

2
min(Σ1,1(S)).

The proof is Problem 6.11.

Let f1 and f2 by two functions in L2(P). The next lemma assumes that the regression
of f2 on f1 is strictly larger than -1. This rules out the possibility to cancel out f1 by
f2.

Lemma 6.26. Suppose for some 0 < ϑ < 1.

−( f1, f2)≤ ϑ‖ f1‖2.

Then
(1−ϑ)‖ f1‖ ≤ ‖ f1 + f2‖.

Proof. Write the projection of f2 on f1 as

f P
2,1 := ( f2, f1)/‖ f1‖2 f1.

Similarly, let
( f1 + f2)

P
1 := ( f1 + f2, f1)/‖ f1‖2 f1

be the projection of f1 + f2 on f1. Then

( f1 + f2)
P
1 := f1 + f P

2,1 =

(
1+( f2, f1)/‖ f1‖2

)
f1,

so that

‖( f1 + f2)
P
1‖=

∣∣∣∣1+( f2, f1)/‖ f1‖2
∣∣∣∣‖ f1‖

=

(
1+( f2, f1)/‖ f1‖2

)
‖ f1‖ ≥ (1−ϑ)‖ f1‖

Moreover, by Pythagoras’ Theorem

‖ f1 + f2‖2 ≥ ‖( f1 + f2)
P
1‖2.
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tu
This result leads to the definition of the (adaptive) S-restricted regression, given
below. At this stage however, it is important to recall Lemma 6.18. If

Σ = Σ0 + Σ̃ , (6.47)

with both Σ0 and Σ̃ positive semi-definite, then for verifying the compatibility con-
dition, or (adaptive) restricted eigenvalue condition, one may replace throughout Σ

by any of the two matrices Σ0 or Σ̃ , say Σ0. A special case is Σ0 = (I−Θ), where
Θ = diag(θ1, . . . ,θp), 0 ≤ θ j ≤ 1. The compatibility conditions and it variants are
very easy to verify for the diagonal matrix (I−Θ). However, if we then look at the
inner products Σ1,2(S) (as we essentially do when studying the (adaptive) restricted
regression defined below), this only involves the matrix Σ̃ . This point should be kept
in mind throughout the rest of this section: lower bounds for compatibility constants
or (adaptive) restricted eigenvalues that are based on the inner products in Σ1,2(S)
can be unnecessarily pessimistic.

Definition The S-restricted regression is

ϑ(S) := max
‖βSc‖1≤‖βS‖1

|( fβS , fβSc )|
‖ fβS‖2 .

The adaptive S-restricted regression is

ϑadap(S) := max
‖βSc‖1≤

√
s‖βS‖2

|( fβS , fβSc )|
‖ fβS‖2 .

Corollary 6.11. Suppose that ϑ(S) < 1/L (ϑadap(S) < 1/L). Then the (L,S,s)-
restricted eigenvalue (adaptive (L,S,s)-restricted eigenvalue) condition holds, with
φ(L,S,s)≥ (1−Lϑ(S))Λmin(Σ1,1(S))
(φadap(L,S,s)≥ (1−Lϑadap(S)Λmin(Σ1,1(S))).

It will be shown in Theorem 7.3 of Section 7.5.5, that for all ‖τS‖∞ ≤ 1,

‖Σ2,1(S)Σ−1
1,1 (S)τS‖∞ ≤ ϑadap(S).

Hence, bounds for φadap(L,S,s), (with L < 1), based on the above corollary, actually
imply the irrepresentable condition.

There is always an upper bound for ϑadap(S). This bound will play its role for prov-
ing variable selection of the adaptive Lasso under general conditions.

Lemma 6.27. If ‖ψ j‖ ≤ 1 for all j, we have

ϑadap(S)≤
√

s
Λmin(Σ1,1(S))

.
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Corollary 6.12. Suppose ‖ψ j‖ ≤ 1 for all j. Then for 2L≤
√

s/Λmin(Σ1,1(S)),

φadap(L,S,s)≥Λmin(Σ1,1(S))/2.

Proof of Lemma 6.27. We have for ‖βSc‖1 ≤
√

s‖βS‖2,

‖ fβSc‖= ‖∑
j/∈S

β jψ j‖ ≤ ∑
j/∈S
|β j|‖ψ j‖

= ‖βSc‖1 ≤
√

s‖βS‖2

≤
√

s‖ fβS‖/Λmin(Σ1,1(S)).

This implies
|( fβS , fβSc )|
‖ fβS‖2 ≤

‖ fβSc‖
‖ fβS‖

≤
√

s
Λmin(Σ1,1(S))

.

tu
We now present some further bounds on the S-restricted regression ϑ(S) and its
adaptive version. For this purpose, we introduce some matrix norms. Let 1≤ q≤∞,
and r be its conjugate, i.e.,

1
q
+

1
r
= 1.

Define
‖Σ1,2(S)‖∞,q := max

‖βSc‖r≤1
‖Σ1,2(S)βSc‖∞,

and
‖Σ1,2(S)‖2,q := max

‖βSc‖r≤1
‖Σ1,2(S)βSc‖2.

In this subsection, we actually only consider the case q = ∞, i.e., the quantities

‖Σ1,2(S)‖∞,∞ := max
‖βSc‖1≤1

‖Σ1,2(S)βSc‖∞,

and
‖Σ1,2(S)‖2,∞ := max

‖βSc‖1≤1
‖Σ1,2(S)βSc‖2.

The case where q is taken to be finite is studied in the next subsection.

Lemma 6.28. We have the upper bound

ϑ(S)≤
‖Σ1,2(S)‖∞,∞

Λ 2
min,1(Σ1,1(S))

.

Similarly,

ϑadap(S)≤
√

s‖Σ1,2(S)‖2,∞

Λ 2
min(Σ1,1(S))

. (6.48)
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Remember that Λ 2
min,1(Σ1,1(S))≥Λ 2

min(Σ1,1(S))/s. It is moreover clear that

‖Σ1,2(S)‖2,∞ ≤
√

s‖Σ1,2(S)‖∞,∞ ≤
√

smax
j/∈S

max
k∈S
|σ j,k|.

In addition (see Problem 6.12),

‖Σ1,2(S)‖2,∞ ≤max
j/∈S

√
∑
k∈S

σ2
j,k ≤

√
smax

j/∈S
max
k∈S
|σ j,k|.

The consequences are in the spirit of the maximal local coherence condition in
Bunea et al. (2007c).

Corollary 6.13. (Coherence with q = ∞) Assume that

√
smax j/∈S

√
∑k∈S σ2

j,k

Λ 2
min(Σ1,1(S))

≤ θ < 1/L.

Then φadap(L,S, |S|)≥ (1−Lθ)Λmin(Σ1,1(S)).

Proof of Lemma 6.28.

max
‖βSc‖1≤‖βS‖1

|( fβS , fβSc )|
‖ fβS‖2 = max

‖βSc‖1≤‖βS‖1

|( fβS , fβSc )|
‖βS‖2

1

‖βS‖2
1

‖ fβS‖2

≤ max
‖βSc‖1≤‖βS‖1

|( fβS , fβSc )|
‖βS‖2

1
/Λ

2
min,1(Σ1,1(S))

= max
‖βSc‖1≤1

‖Σ1,2(S)βSc‖∞/Λ
2
min,1(Σ1,1(S)).

= ‖Σ1,2(S)‖∞,∞/Λ
2
min,1(Σ1,1(S)).

The second result we derive similarly:

max
‖βSc‖1≤

√
s‖βS‖2

|( fβS , fβSc )|
‖ fβS‖2 = max

‖βSc‖1≤
√

s‖βS‖2

|( fβS , fβSc )|
‖βS‖2

2

‖βS‖2
2

‖ fβS‖2

≤ max
‖βSc‖1≤

√
s‖βS‖2

|( fβS , fβSc )|
‖βS‖2

2
/Λ

2
min(Σ1,1(S))

= max
‖βSc‖1≤

√
s
‖Σ1,2(S)βSc‖2/Λ

2
min(Σ1,1(S)).

=
√

s‖Σ1,2(S)‖2,∞/(Λ
2
min(Σ1,1(S))).

tu
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Example 6.6. Let S = {1, . . . ,s} be the active set, and suppose that

Σ :=
(

Σ1,1 Σ1,2
Σ2,1 Σ2,2

)
,

and in fact, that for some 0 < ρ < 1,

Σ :=



1 0 · · · 0 ρ/
√

s 0 · · · 0
0 1 · · · 0 ρ/

√
s 0 · · · 0

0 0
. . . 0

...
...

...
0 0 · · · 1 ρ/

√
s 0 · · · 0

ρ/
√

s ρ/
√

s · · · ρ/
√

s 1 0 · · · 0
0 0 · · · 0 0 1 · · · 0
...

...
...

...
...

. . .
...

0 0 · · · 0 0 0 · · · 1


.

It can easily be shown that the compatibility condition holds, with φcomp(L,S) ≥
1− ρ . Moreover, for ρ > 1/

√
s, the irrepresentable condition (defined in Sub-

section 7.5.1) does not hold (see also Problem 7.2). Because ‖ fβS‖ = ‖βS‖2, and
Λmin(Σ1,1) = 1, we moreover have

ϑadap(S) =
√

s‖Σ1,2‖2,∞,

i.e., the bounds of Lemma 6.27 and (6.48) are achieved in this example. If fact,
‖Σ1,2‖2,∞ = ρ , so

ϑadap(S) =
√

sρ.

6.13.3 Sets N containing S

Recall (6.47), i.e., one may first want to replace Σ by some simpler Σ0 if possible.

To derive rates for the `q-norm with 1 < q≤ 2 (see Section 6.8), we needed stronger
versions of the (L,S)-compatibility condition. Let us cite these versions here.

For N ⊃ S, we have introduced the restricted set

R(L,S,N ) :=
{
‖βSc‖1 ≤ L‖βS‖1, ‖βN c‖∞ ≤ min

j∈N \S
|β j|
}
.

We complemented this with an adaptive version

Radap(L,S,N ) :=
{
‖βSc‖1 ≤ L

√
s‖βS‖2, ‖βN c‖∞ ≤ min

j∈N \S
|β j|
}
,
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and a minimal adaptive version

Rmin(L,S,N ) :=
{
‖βN c‖1 ≤ L

√
N‖βN ‖2, ‖βN c‖∞ ≤ min

j∈N \S
|β j|
}
,

Definition Let S be an index set with cardinality s and N ≥ s be an integer. We say
that the (L,S,N)-restricted eigenvalue condition holds, with constant φ(L,S,N), if

φ(L,S,N) := min
{ ‖ fβ‖
‖βN ‖2

: β ∈R(L,S,N ), N ⊃ S, |N |= N
}
> 0. (6.49)

We say that the adaptive (L,S,N)-restricted eigenvalue condition holds, with con-
stant φadap(L,S,N), if

φadap(L,S,N) := min
{ ‖ fβ‖
‖βN ‖2

: β ∈Radap(L,S,N ), N ⊃ S, |N |= N
}
> 0.

(6.50)
We say that the minimal adaptive (L,S,N)-restricted eigenvalue condition holds,
with constant φmin(L,S,N), if

φmin(L,S,N) := min
{ ‖ fβ‖
‖βN ‖2

: β ∈Rmin(L,S,N ), N ⊃ S, |N |= N
}
> 0.

(6.51)

The constants φ(L,S,N), φadap(L,S,N) and φmin(L,S,N) will again be be referred
to as ((minimal) adaptive) restricted eigenvalues. Clearly (for N ≥ s),

φcomp(L,S)≥ φ(L,S,s)≥ φ(L,S,N)

and similarly
φcomp(L,S)≥ φadap(L,S,s)≥ φadap(L,S,N),

and
φcomp(L,S)≥ φmin(L,S,s)≥ φmin(L,S,N).

Furthermore,
φ(L,S,N)≥ φadap(L,S,N)≥ φmin(L,S,N).

We recall that, apart for the case where we assume the truth itself is sparse, our
Lasso results for the `2-error mainly needed lower bounds for φmin(L,S,N) (see
Section 6.8).

Definition For N ≥ s, the (L,S,N)-restricted regression is

ϑ(L,S,N) := max
N ⊃S, |N |=N

max
β∈R(L,S,N )

|( fβN
, fβN c )|

‖ fβN
‖2 .
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The adaptive (L,S,N)-restricted regression is

ϑadap(L,S,N) := max
N ⊃S, |N |=N

max
β∈Radap(L,S,N )

|( fβN
, fβN c )|

‖ fβN
‖2 .

The minimal adaptive (L,S,N)-regression is

ϑmin(L,S,N) := max
N ⊃S, |N |=N

max
β∈Rmin(L,S,N )

|( fβN
, fβN c )|

‖ fβN
‖2 .

Note that
ϑ(L,S,s) = Lϑ(S),

and similarly for the (minimal) adaptive variant. For N > s, this scaling no longer
holds.

Definition For N ≥ s, the (S,N)-uniform eigenvalue is

Λmin(S,N) := min
N ⊃S, |N |=N

Λmin(Σ1,1(N )).

One easily verifies that, similar to Corollary 6.11, for ϑ(L,S,N)< 1,

φ(L,S,N)≥ (1−ϑadap(L,S,N))Λmin(S,N).

Similarly,
φadap(L,S,N)≥ (1−ϑadap(L,S,N))Λmin(S,N). (6.52)

and
φmin(L,S,N)≥ (1−ϑmin(L,S,N))Λmin(S,N).

6.13.4 Restricted isometry

The restricted isometry property (Candès and Tao (2005) or Candès and Tao (2007))
is the condition

δs +θs,s +θs,2s < 1,

where δs (assumed to be in [0,1)) is the smallest value such that for all S with |S|= s,
and all β

(1−δs)‖βS‖2
2 ≤ ‖ fβS‖

2 ≤ (1+δs)‖βS‖2
2,

and for N ≥ s, θs,N is the smallest value such that for all N with |N | ≤ N, all
M ⊂N c with |M | ≤ s and all β
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|( fβM
, fβN

)|
‖βM ‖2‖βN ‖2

≤ θs,N .

The constants δs are called restricted isometry constants, and the θs,N are called
orthogonality constants. It is clear that

1−δN ≤Λ
2
min(S,N).

Candès and Tao (2005) show that

δ2s ≤ δs +θs,s.

In Koltchinskii (2009b); Bickel et al. (2009), it is shown that

ϑadap(1,S,2s)≤
θs,2s

1−δs−θs,s
.

Hence, the restricted isometry property implies that ϑadap(1,S,2s)< 1.

6.13.5 Sparse eigenvalues

Sparse eigenvalues can play an important role for the variable selection problem,
see Subsection 7.8 and 10.5.1. They are similar to the restricted isometry constants.
We present a relation between the adaptive restricted regression and sparse eigen-
value conditions. This leads to a bound for the adaptive restricted eigenvalue (see
Corollary 6.14), and hence also for the restricted eigenvalue (the latter result is as in
Bickel et al. (2009)), and for the compatibility constant.

Definition For a given N ∈ {1, . . . , p}, the maximal sparse eigenvalue is

Λmax(N) := max
|N |=N

Λmax(Σ1,1(N )).

We also recall the (S,N) uniform eigenvalue

Λmin(S,N) := min
N ⊃S, |N |=N

Λmin(Σ1,1(N )).

A quantity that one also encounters in literature is the the minimal sparse eigenvalue

Λmin(N) := min
|N |=N

Λmin(Σ1,1(N )).

We will however base our results on the uniform eigenvalue, and not on the sparse
minimal eigenvalue. Note that
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Λmin(S,N)≥Λmin(N) ∀ |S| ≤ N.

Lemma 6.29. Let S have cardinality s and let N ≥ s. We have

ϑadap(L,S,N)≤ LΛ 2
max(2N− s)

Λ 2
min(S,N)

√
s

N− s
,

and

ϑmin(L,S,N)≤ (L+1)Λ 2
max(2N− s)

Λ 2
min(S,N)

√
N

N− s
,

Proof. Fix some β ∈ Rp that satisfies ‖βSc‖1 ≤ L
√

s‖βS‖2. Let N := N0 ⊃ S be
the set which has N \S as the N−s largest coefficients |β j|, j /∈ S. Let for k = 1, . . .,
Nk be the set of N− s largest coefficients |β j|, j /∈Nk−1. Then by Lemma 6.9

∑
k≥1
‖βNk‖2 ≤ ‖βSc‖1/

√
N− s

≤ L‖βS‖2

√
s

N− s
≤ L‖βN ‖2

√
s

N− s
.

It is moreover not difficult to see that for all k ≥ 1,

|( fβNk
, fβN

)|
‖βNk‖2‖βN ‖2

≤Λ
2
max(2N− s)

(we use: |( f1, f2)| ≤ ‖ f1 + f2‖2 ∨ ‖ f1− f2‖2 for any two functions f1 and f2). It
follows that

|( fβN c , fβN
)| ≤ ∑

k≥1
|( fβNk

, fβN
)| ≤ LΛ

2
max(2N− s)‖βN ‖2

2

√
s

N− s

≤ LΛ
2
max(2N− s)‖ fβN

‖2
√

s
N− s

Λ
−2
min(S,N).

For the second result, we refer to Problem 6.15. tu

Corollary 6.14. Suppose that

LΛ 2
max(2N− s)

Λ 2
min(S,N)

√
s

N− s
< 1. (6.53)

Then by (6.52)

φadap(L,S,N)≥
(

1− LΛ 2
max(2N− s)

Λ 2
min(S,N)

√
s

N− s

)
Λmin(S,N).
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¨
(2010) with a suitable choice of N (and with Λmin(S,N) replaced by Λmin(N)), for
deriving variable selection properties of the Lasso or randomized Lasso. (see also
Subsection 7.8 and 10.6).

6.13.6 Further coherence notions

We first consider the matrix norms in some detail.

Lemma 6.30. The quantity ‖Σ1,2(N )‖2
2,2 is the largest eigenvalue of the matrix

Σ1,2(N )Σ2,1(N ). We further have

‖Σ1,2(N )‖2,q ≤
√

N‖Σ1,2(N )‖∞,q,

and

‖Σ1,2(N )‖2,q ≤

(
∑

j/∈N

(√
∑

k∈N
σ2

j,k

)q)1/q

.

Moreover,

‖Σ1,2(N )‖∞,q ≤

(
∑

j/∈N
max
k∈N
|σ j,k|q

) 1
q

.

Finally,
‖Σ1,2(N )‖∞,q ≥ ‖Σ1,2(N )‖∞,∞,

and
‖Σ1,2(N )‖2,q ≥ ‖Σ1,2(N )‖2,∞.

The proof is Problem 6.13. Hence, for replacing ‖Σ1,2(N )‖∞,∞ (‖Σ1,2(N ‖2,∞) by
‖Σ1,2(N )‖∞,q (‖Σ1,2(N ‖2,q), q < ∞, one might have to pay a price.

In the next lemma, we assume q < ∞, as the case q = ∞ was already treated in
Subsection 6.13.2. Recall that Λ 2

min,1(Σ1,1(N )) is the minimal `1-eigenvalue of the
matrix Σ1,1(N ). It was defined in the beginning of this section.

Lemma 6.31. (Coherence lemma) Let N > s and 1 ≤ q < ∞ and 1/q+ 1/r = 1.
Then

ϑ(L,S,N)≤ max
N ⊃S, |N |=N

L‖Σ1,2(N )‖∞,q

(N− s)1/qΛ 2
min,1(Σ1,1(N ))

.

Moreover,

ϑadap(L,S,N)≤ max
N ⊃S, |N |=N

L
√

s‖Σ1,2(N )‖2,q

(N− s)1/qΛ 2
min(Σ1,1(N ))

.

Condition (6.53) is used in Zhang and Huang (2008) and Meinshausen and Buhlmann



6.13 On the compatibility condition 173

Finally,

ϑmin(L,S,N)≤ max
N ⊃S, |N |=N

(L+1)
√

N‖Σ1,2(N )‖2,q

(N− s)1/qΛ 2
min(Σ1,1(N ))

.

Proof of Lemma 6.31. Let N ⊃ S the set with N \S being the set of indices of the
N− s largest |β j| with j /∈ S. We let fN := fβN

, fN c := fβN c , and f := fβ .

We have
|( fN , fN c)|= |β T

N Σ1,2(N )βN c |

≤ ‖Σ1,2(N )‖∞,q‖βN c‖r‖βN ‖1.

By Lemma 6.9,
‖βN c‖r ≤ ‖βSc‖1/(N− s)1/q. (6.54)

We now use: if ‖βSc‖1 ≤ L‖βS‖1, ‖βSc‖1 ≤ L‖βN ‖1. This yields

|( fN , fN c)| ≤ L
(N− s)1/q ‖βN ‖2

1.

Alternatively,
|( fN , fN c)| ≤ ‖Σ1,2(N )‖2,q‖βN c‖r‖βN ‖2,

and if ‖βSc‖1 ≤ L
√

s‖βS‖2, ‖βSc‖1 ≤ L
√

s‖βN ‖2. So then

|( fN , fN c)| ≤ L
√

s
(N− s)1/q ‖βN ‖2

2.

The third result follows from

‖βSc‖1 ≤ ‖βN c‖1 +‖βN ‖1.

Hence, for β ∈Rmin(L,S,N ),

‖βSc‖1 ≤ (L+1)
√

N‖βN ‖2.

tu
With q = 1 and N = s, the coherence lemma is similar to the cumulative local co-
herence condition in Bunea et al. (2007b). We also consider the case N = 2s. We
confine ourselves to the adaptive restricted eigenvalues. (For the minimal adaptive
restricted eigenvalues it is straightforward to adjust the constants appropriately.)

Corollary 6.15. (Coherence with q = 1) Suppose that
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√
s

√
∑k∈S

(
∑ j/∈S |σ j,k|

)2

Λ 2
min(Σ1,1(S))

≤ ϑ < 1/L,

or

max
N ⊃S, |N |=2s

√
∑k∈N

(
∑ j/∈N |σ j,k|

)2)
√

sΛ 2
min(Σ1,1(N ))

≤ ϑ < 1/L,

then φadap(L,S,N)≥ (1−Lϑ)Λmin(Σ1,1(S)).

The coherence lemma with q = 2 is a condition about eigenvalues. It is stronger
than the restricted isometry property in Candès and Tao (2005) or Candès and Tao
(2007). Taking moreover N = 2s in Lemma 6.31 gives

Corollary 6.16. (Coherence with q = 2) Suppose that

max
N ⊃S, |N |=2s

‖Σ1,2(N )‖2,2

Λ 2
min(Σ1,1(N ))

≤ ϑ < 1/L

Then φadap(L,S,2s)≥ (1−Lϑ)Λmin(Σ1,1(S)).

6.13.7 An overview of the various eigenvalue flavored constants

We put the various constants used for proving oracle results together.

Let S be an index set with cardinality s. For N ⊃ S, we define the restricted sets

R(L,S,N ) :=
{

β : ‖βSc‖1 ≤ L‖βS‖1, max
j/∈N
|β j| ≤ min

j∈N \S
|β j|
}
,

Radap(L,S,N ) :=
{

β : ‖βSc‖1 ≤ L
√

s‖βS‖2, max
j/∈N
|β j| ≤ min

j∈N \S
|β j|
}
,

and

Rmin(L,S,N ) :=
{

β : ‖βN c‖1 ≤ L
√
|N |‖βN ‖2, max

j/∈N
|β j| ≤ min

j∈N \S
|β j|
}
.

In Chapter 7, we will also use

Rvarmin(L,S,N ) :=
{

β : ‖βN c‖1 ≤ L
√
|N |‖βN ‖2

}
= Radap(L,N , |N |),

and the variant of the minimal adaptive restricted eigenvalue given below.
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For N ≥ s, we have defined the following constants:

the maximal eigenvalue

Λ
2
max(Σ1,1(S)) := max

{‖ fβS‖
2

‖βS‖2
2

: β 6= 0
}
.

the maximal sparse eigenvalue

Λ
2
max(N) := max

{
Λ

2
max(Σ1,1(N )) : |N |= N

}
.

the minimal eigenvalue

Λ
2
min(Σ1,1(S)) := min

{‖ fβS‖
2

‖βS‖2
2

: β 6= 0
}
,

the uniform eigenvalue (which is generally larger than the minimal sparse eigen-
value Λ 2

min(N) used in literature)

Λ
2
min(S,N) := min

{
Λ

2
min(Σ1,1(N )) : N ⊃ S, |N |= N

}
.

the compatibility constant

φ
2
comp(L,S) := min

{
s‖ fβ‖2

‖βS‖2
1

: β ∈R(L,S,S)
}
,

the restricted eigenvalue

φ
2(L,S,N) := min

{ ‖ fβ‖2

‖βN ‖2
2

: β ∈R(L,S,N ), N ⊃ S, |N |= N
}
,

the adaptive restricted eigenvalue

φ
2
adap(L,S,N) := min

{ ‖ fβ‖2

‖βN ‖2
2

: β ∈Radap(L,S,N ), N ⊃ S, |N |= N
}
,

and the minimal adaptive restricted eigenvalue

φ
2
min(L,S,N) := min

{ ‖ fβ‖2

‖βN ‖2
2

: β ∈Rmin(L,S,N ), N ⊃ S, |N |= N
}
.
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We also introduced the minimal `1-eigenvalue, which we skip here as it was not
further exploited.

Moreover, in Chapter 7 we employ

the variant of the minimal adaptive restricted eigenvalue

φ
2
varmin(L,S,N) := min

{ ‖ fβ‖2

‖βN ‖2
2

: β ∈Rvarmin(L,S,N ), N ⊃ S, |N |= N
}
.

= min
N ⊃S, |N |=N

φ
2
adap(L,N ,N).

We note that
φcomp(L,S)≥ φ(L,S,N), ∀ N ≥ s,

and that

φ(L,S,N)≥ φadap(L,S,N)≥ φmin(L,S,N)≥ φvarmin(L,S,N).

This follows from

R(L,S,N )⊂Radap(L,S,N )⊂Rmin(L,S,N )⊂Rvarmin(L,S,N ).

We have also introduced

the restricted regression

ϑ(L,S,N) := max
{ |( fβN

, fβN c )|
‖ fβN

‖2 : β ∈R(L,S,N ), N ⊃ S, |N |= N
}
,

and the adaptive restricted regression

ϑadap(L,S,N) := max
{ |( fβN

, fβN c )|
‖ fβN

‖2 : β ∈Radap(L,S,N ), N ⊃ S, |N |= N
}
.

The minimal adaptive restricted regression ϑmin(L,S,N) and variant of the minimal
adaptive restricted regression ϑvarmin(L,S,N) can be defined analogously:

ϑmin(L,S,N) := max
{ |( fβN

, fβN c )|
‖ fβN

‖2 : β ∈Rmin(L,S,N ), N ⊃ S, |N |= N
}
.

ϑvarmin(L,S,N) :=max
{ |( fβN

, fβN c )|
‖ fβN

‖2 : β ∈Rvarmin(L,S,N ), N ⊃ S, |N |=N
}
.

Then clearly

ϑ(L,S,N)≤ ϑadap(L,S,N)≤ ϑmin(L,S,N)≤ ϑvarmin(L,S,N).
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Some further relations are summarized in Figure 6.1.

As an implication of Lemma 6.26, we have, whenever the restricted regression is
less than 1,

φ(L,S,N)≥ (1−ϑ(L,S,N))Λmin(S,N),

and similarly

φadap(L,S,N)≥ (1−ϑadap(L,S,N))Λmin(S,N),

φmin(L,S,N)≥ (1−ϑmin(L,S,N))Λmin(S,N),

and
φvarmin(L,S,N)≥ (1−ϑvarmin(L,S,N))Λmin(S,N).

We have seen in Section 6.4 that bounds for the excess risk and the `1-error involve
the compatibility constant φcomp(L,S), where we throughout have chosen (quite ar-
bitrarily) L = 3, which related to the required lower bounds on the tuning parameter
λ .

coherence
adaptive
restricted regression

minimal adaptive 
restricted eigenvalue

restricted
eigenvaluecompatibilityirrepresentable

Theorem 7.3

Corollary 6.13

Theorem 7.2 Theorems 6.2 and 6.4

Lemma 6.11

Fig. 6.1 Some important relations between the various concepts. Theorem 6.4 and Lemma 6.11
consider general convex loss functions. Theorem 6.2 considers squared error loss. When applied to
the true active set S0, the restricted eigenvalue conditions also imply oracle bounds for the `2-error
(see Lemma 6.10). The irrepresentable condition is defined in Subsection 7.5.1.

For bounds for the `2-error, we need the restricted eigenvalue φ(L,S0,2s0) in
case we assume the truth is sparse, and the minimal adaptive restricted eigenvalue
φmin(L,S∗,2s∗) in case we use a sparse oracle approximation. Problem 6.15 shows
that ϑvarmin(L,S,N) can be bounded in terms of the orthogonality constants θs,N and
uniform eigenvalues.
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Problems

6.1. In the context of Section 6.2, let

SNR :=
‖Xβ 0‖2√

nσ
.

be the signal-to-noise ratio, and

σ̂
2 := YT Y/n,

where Y is the response variable (assuming for simplicity that Y has mean zero).
Verify that, for any t > 0, one has with probability at least 1−2exp[−t2/2],

1+SNR(SNR−2t/
√

n)−bn ≤
σ̂2

σ2 ≤ 1+SNR(SNR+2t/
√

n)+bn,

where

bn :=
∣∣∣∣ εT ε

nσ2 −1
∣∣∣∣.

6.2. Suppose that |X ( j)
i | ≤ 1 for all 1 ≤ i ≤ n and 1 ≤ j ≤ p, and that ε1, . . . ,εn are

independent centered random variables with second moment uniformly bounded by
1:

max
1≤i≤n

Eε
2
i ≤ 1.

Let

T :=
{

max
1≤ j≤p

2|εT X( j)|/n≤ λ0

}
,

with, for some t > 0,
λ0 := 4t

√
log(2p)/n.

Show that
IP(T )≥ 1−2/t2,

using the result of Dümbgen et al. (2010) (see (6.5), and Section 14.10).

6.3. Theorem 6.2 is a corollary of

Theorem 6.5. Let

T :=
{

max
1≤ j≤p

2|εT X( j)|/n≤ λ0

}
.

Take λ ≥ 4λ0. Then on T ,

2‖Xβ̂ − f0‖2
2/n+λ‖β̂ −β

∗‖1 ≤ 6‖Xβ
∗ − f0‖2

2/n+
24λ 2s∗

φ 2
∗

.
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Use this to prove an oracle inequality assuming the conditions of Problem 6.2.

6.4. Theorem 6.4 gives a bound for ‖β̂ −β ∗‖1 where β ∗ is the “oracle”. Because
β ∗ may not be the parameter of interest, we consider the following. Let Σ be some
symmetric, positive definite matrix. For an index set S⊂ {1, . . . , p}, with cardinality
s let Σ1,1(S) := (Σ j,k) j,k∈S be the s× s matrix consisting of the rows and columns
corresponding to the indices in S. Let furthermore Λ 2

min(Σ1,1(S)) be the smallest
eigenvalue of Σ1,1(S). Define, for some β 0 and β ∗, the sets S0 := Sβ 0 , and S∗ := Sβ ∗ .
Let s∗ := |S∗|. Show that (for any λ > 0)

λ‖β ∗ −β
0‖1 ≤ (β ∗ −β

0)T
Σ(β ∗ −β

0)+
λ 2s∗

4Λ 2
min(Σ1,1(S∗))

+λ‖β 0
S0\S∗‖1.

Let φ 2
Σ
(S∗) be the Σ -compatibility constant (see Section 6.12). Since φΣ (S∗) ≤

Λmin(Σ1,1(S∗)), the same result holds if we replace Λ 2
min(Σ1,1(S∗)) by the compati-

bility constant φ 2
Σ
(S∗). Extend the result to

λ‖β ∗ −β
0‖1 ≤ G(‖ fβ ∗ − fβ 0‖)+H

(
λ
√

s∗
φΣ (S∗)

)
+λ‖β 0

S0\S∗‖1.

Here, fβ = ∑
p
j=1 β jψ j, ‖ · ‖ = ‖ · ‖Σ , and G is an increasing and strictly convex

function with convex conjugate H.

6.5. Prove the Basic Inequality of Lemma 6.4.

6.6. Consider the density estimation problem. Let X1, . . . ,Xn be i.i.d. copies of X .
Suppose X has density p0 with respect to some given σ -finite dominating measure
µ . Write f 0 := logp0, and let

F :=
{

fβ =
p

∑
j=1

β jψ j

}
,

where β ranges over the convex set{
β :

∫
exp[

p

∑
j=1

β jψ j]dµ < ∞

}
.

Define

F :=
{

f :
∫

exp[ f ]dµ < ∞

}
,

and for f ∈ F,

b( f ) := log
(∫

exp[ f ]dµ

)
.

Let the loss function be
ρ f =− f +b( f ).
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First, show that the target is indeed f 0. Show that the excess risk is the Kullback-
Leibler information:

E ( f ) =
∫

log
(

p0

p f

)
p0dµ,

where p f = exp[ f −b( f )]. What norm ‖ · ‖ would you use on F? Suppose for some
constant ε0 > 0, that ε0 ≤ p0 ≤ 1/ε0. Let Flocal := {‖ f − f 0‖∞ ≤ η}. Check the
quadratic margin condition.

Consider now the Lasso-density estimator

β̂ :=
{
−Pn fβ +b( fβ )+λ‖β‖1

}
.

Using Theorem 6.4, derive an oracle inequality for f̂ = f
β̂

.

6.7. As in Problem 6.4, we consider the density estimation problem, but now with a
different loss function. Let X1, . . . ,Xn be i.i.d. copies of X . Suppose X has density f 0

with respect to some given σ -finite dominating measure µ . Let ‖ · ‖ be the L2(µ)-
norm, and F be a convex subset of L2(µ). We assume f 0 ∈ F. Let

ρ f := ‖ f‖2−2 f , f ∈ F.

Show that f 0 is indeed the target. Let F := { fβ = ∑
p
j=1 β jψ j} be some convex

subset of F. Consider the Lasso-density estimator (or SPADES: see Bunea et al.
(2007b))

β̂ := argmin
{
‖ f‖2−2Pn f +λ‖β‖1

}
.

Using Theorem 6.4, derive an oracle inequality for f̂ = f
β̂

.

6.8. In classification, a popular loss is the so-called hinge loss (used for example in
support vector machines). Let {Xi,Yi}n

i=1 be i.i.d. copies of (X ,Y ), with Y ∈ {−1,1}.
Hinge loss is

ρ f (x,y) = (1− y f (x))+,

where z+ = zl{z≥ 0} is the positive part of z. Define

π(·) := P(Y = 1|X = ·).

Show that the target can be taken as Bayes’ rule

f 0 := sign(2π−1).

Remark The Lasso (in particular the margin condition with Bayes rule as target)
is studied in Tarigan and van de Geer (2006). However, typically, Bayes’ rule will
not be well-approximated by linear functions. Therefore it makes sense to replace
Bayes’ rule by the alternative target

f 0
GLM := arg min

f∈F
Pρ f ,
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where F := { fβ = ∑
p
j=1 β jψ j} is the class of linear functions under consideration.

6.9. Consider the linear “link function”

fβ (x) =
p

∑
j=1

β jψ j(x).

We fix r < p, do not penalize β1, . . . ,βr, and use the `1-penalty

λ

p

∑
j=r+1

|β j|

for the remaining p− r variables. We now show that one can reparametrize to hav-
ing the penalized base functions orthogonal to the unpenalized ones. Let Ψ1 :=
(ψ1, . . . ,ψr), and Ψ2 := (ψr+1, . . . ,ψp). Take

Ψ̃1 :=Ψ1 +Ψ
P

2,1,

where Ψ P
2,1 is the projection of Ψ2 on Ψ1. Moreover, take

Ψ̃2 :=Ψ2−Ψ
P

2,1.

Then Ψ̃1 and Ψ̃2 are clearly orthogonal. Check that for certain coefficients {β̃ j}r
j=1

p

∑
j=1

β jψ j =
r

∑
j=1

β̃ jψ j +
p

∑
j=r+1

β jψ̃ j.

6.10. Let Σ be some positive semi-definite matrix, and write

‖ fβ‖2
Σ := β

T
Σβ .

The compatibility and restricted eigenvalue conditions depend on Σ . Let us write the
(L,S,N)-restricted eigenvalue as φ 2

Σ
(L,S,N). Let Σ̂ be another positive semi-definite

matrix, and write
‖Σ̂ −Σ‖∞ := max

j,k
|Σ̂ j,k−Σ j,k|.

Show that
φ

2
Σ̂
(L,S,N)≥ φ

2
Σ (L,S,N)− (L+1)2‖Σ̂ −Σ‖∞s.

6.11. Provide a proof for Lemma 6.25, by applying the same arguments as in Lemma
6.20.

6.12. Show that for all β ,√√√√∑
k∈S

(
∑
j/∈S

σ j,kβ j

)2

≤ ∑
j/∈S
|β j|
√

∑
k∈S

σ2
j,k.
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6.13. By using the definitions of ‖Σ1,2(N )‖∞,q and ‖Σ1,2(N )‖2,q, prove Lemma
6.30.

6.14.
(a) Show that if Σ has ones on the diagonal, and all off-diagonal elements of Σ are
equal to θ , where 0 < θ < 1, then its minimal eigenvalue is at least 1− θ , so the
compatibility condition holds with φ 2

comp(S)≥ 1−θ . Hint: note that one can write

Σ = (1−θ)I +θττ
T ,

where τ is a p-vector of ones. Also show that with this Σ , the irrepresentable condi-
tion (see Subsection 7.5.1) holds for all S.
(b) More generally, let

Σ = (I−Θ)+Θ
1/2

ττ
T

Θ
1/2,

where τ ∈ {−1,1}, and Θ := diag(θ1, . . . ,θp), with 0 < θ j ≤ 1 for all j. Show that

Λ
2
min(Σ1,1(S))≥ 1−max

k∈S
θk,

and in fact, that
φ

2
adap(L,S,s)≥ 1−max

k∈S
θk.

Check that

Σ
−1
1,1 (S) = (I−Θ(S))−1−

(I−Θ(S))−1Θ(S)1/2τSτT
S Θ(S)1/2(I−Θ(S))−1

1+ τT
S Θ(S)1/2(I−Θ(S))−1Θ(S)1/2τ

,

and that

Σ2,1(S)Σ−1
1,1 (S) =

Θ 1/2(Sc)τScτT
S Θ 1/2(S)(I−Θ(S))−1

1+ τT
S Θ 1/2(S)(I−Θ(S))−1Θ 1/2τS

.

Does the irrepresentable condition hold?
(c) Suppose now that

Σ = (1−Θ)I +Θ
1/2RΘ

1/2,

where R is some correlation matrix. Show that

φ
2
adap(L,S,s)≥ 1−max

k∈S
θk.

6.15. Check that in Lemma 6.29, one may replace the sparse eigenvalue Λ 2
max(2N−

s) by the orthogonality constant θN,N−s defined in Subsection 6.13.4. Verify more-
over that

ϑvarmin(L,S,N)≤
(L+1)θN,N−s

Λ 2
min(S,N)

√
N

N− s
.



Chapter 7

Variable selection with the Lasso

Abstract We use the Lasso, its adaptive or its thresholded variant, as procedure
for variable selection. This essentially means that for S0 := { j : β 0

j 6= 0} being the
true active set, we look for a Lasso procedure delivering an estimator Ŝ of S0 such
that Ŝ = S0 with large probability. However, it is clear that very small coefficients
|β 0

j | cannot be detected by any method. Moreover, irrepresentable conditions show
that the Lasso, or any weighted variant, typically selects too many variables. In
other words, unless one imposes very strong conditions, false positives cannot be
avoided either. We shall therefore aim at estimators with oracle prediction error,
yet having not too many false positives. The latter is considered as achieved when
|Ŝ\S∗|= O(|S∗|), where S∗ ⊂ S0 is the set of coefficients the oracle would select. We
will show that the adaptive Lasso procedure, and also thresholding the initial Lasso,
reaches this aim, assuming sparse eigenvalues, or alternatively, so-called “beta-min”
conditions.

7.1 Introduction

In this chapter, we confine ourselves to the linear model:

Yi =
p

∑
j=1

ψ j(Xi)β
0
j + εi, i = 1, . . . ,n,

where {ψ j}p
j=1 is a given dictionary, Xi ∈X , i = 1, . . . ,n, is fixed design, and where

ε1, . . . ,εn are noise variables. We use the Lasso, its adaptive or its thresholded vari-
ant, as procedure for variable selection.

A key motivation for the exploration of thresholding and the adaptive Lasso for
variable selection is to relax the stringent irrepresentable conditions on the design
matrix. Thus, we have to tolerate some false positive selections. Furthermore, some
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184 7 Variable selection with the Lasso

false negative selections can not be avoided either, as one preferably refrains from
assumptions saying that the minimal non-zero coefficients β 0 of the “true” regres-
sion are “sufficiently large” (we call this the “beta-min” condition, see Section 7.4),
since allowing for small non-zero regression coefficients appears to be much more
realistic. Consequently, it is impossible to infer the true underlying active set

S0 = { j : β
0
j 6= 0},

since covariables j whose corresponding absolute coefficient |β 0
j | is below a detec-

tion limit cannot be inferred from data (say with probability tending to 1 as n→∞).

7.2 Some results from literature

For consistent variable selection with the Lasso, it is known that the so-called
“neighborhood stability condition” (Meinshausen and Bühlmann, 2006) for the de-
sign matrix, which has been re-formulated in a nicer form as the “irrepresentable
condition” (Zhao and Yu, 2006), is sufficient and essentially necessary, see Sec-
tion 2.6.1 and also Subsection 7.5.1 in the present chapter. A further refined analy-
sis in given in Wainwright (2007, 2009), which presents under certain incoherence
conditions the smallest sample size needed to recover a sparse signal. Because ir-
representable conditions or incoherence conditions are restrictive - they are much
stronger than restricted eigenvalue conditions (see Subsection 6.13.7 or van de Geer
and Bühlmann (2009) for an overview) - we conclude that the Lasso for variable
selection only works in a rather narrow range of problems, excluding many cases
where the design exhibits strong (empirical) correlations.

There is moreover a bias problem with `1-penalization, due to the shrinking of the
estimates which correspond to true signal variables. A discussion can be found in
Zou (2006), and Meinshausen (2007) (see also Subsection 2.8.2). Regularization
with the `r-“norm” with r < 1 (see Section 7.13) mitigates some of the bias prob-
lems but are computationally infeasible as the penalty is non-convex. As an inter-
esting alternative, one can consider multi-step procedures where each of the steps
involves a convex optimization only. A prime example is the adaptive Lasso which
is a two-step algorithm and whose repeated application corresponds in some “loose”
sense to a non-convex penalization scheme (see Zou and Li (2008) and Subsection
2.8.6). The adaptive Lasso was originally proposed by Zou (2006). He analyzed the
case where p is fixed. Further progress in the high-dimensional scenario has been
achieved by Huang et al. (2008). Under a rather strong mutual incoherence condi-
tion between every pair of relevant and irrelevant covariables, they prove that the
adaptive Lasso recovers the correct model and has an oracle property.

Meinshausen and Yu (2009) examined the variable selection property of the Lasso
followed by a thresholding procedure, when all non-zero components are large
enough. Under a relaxed incoherence assumption, they show that the estimator is
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still consistent in the `2-norm sense. In addition, they prove that it is possible to
achieve variable selection consistency. Thresholding and multistage procedures are
also considered in Candès et al. (2006). In Zhou (2009b, 2010), it is shown that a
multi-step thresholding procedure can accurately estimate a sparse vector β 0 ∈ Rp

under the restricted eigenvalue condition of Bickel et al. (2009). The two-stage pro-
cedure in Zhang (2009b) applies “selective penalization” in the second stage. This
procedure is studied assuming incoherence conditions. A more general framework
for multi-stage variable selection was studied by Wasserman and Roeder (2009).
Their approach controls the probability of false positives (type I error) but pays a
price in terms of false negatives (type II error). Chapter 11 describes the details.

7.3 Organization of this chapter

Section 7.4 discusses the so-called “beta-min” condition, which requires that the
non-zero (true or oracle) coefficients are sufficiently large.

Section 7.5 considers the irrepresentable condition in the noiseless case (i.e., the
case where ε = 0) and its relation with other conditions. For necessity of the condi-
tions it suffices to consider the noiseless case.
Section 7.5 consists of 9 subsections.
A sufficient and essentially necessary condition to perform variable selection with
the Lasso is the irrepresentable condition. (A related result is that under additional
assumptions, the standard Lasso estimator β̂init is close to β 0, not only in `q-norm
(q = 1 or 1≤ q≤ 2), but also in `∞-norm, see Zhang (2009b).) The irrepresentable
condition is defined in Subsection 7.5.1. After recalling the KKT conditions (Sub-
section 7.5.2), we give in Subsection 7.5.3 the necessary and sufficient conditions
for (exact) variable selection.
We show in Subsection 7.5.4 that the irrepresentable condition implies the compat-
ibility condition (which in turn is sufficient for oracle inequalities for the prediction
error of the Lasso), and in Subsection 7.5.5 that the adaptive restricted regression
condition (the latter being introduced in Subsection 6.13.2 as sufficient condition for
the compatibility condition) implies the irrepresentable condition. A simple gener-
alization of the irrepresentable condition, allowing for a given number of false pos-
itives, is given in Subsection 7.5.6.
The adaptive Lasso is a special case of the weighted Lasso. After a reparametriza-
tion, one easily sees that a sufficient condition for variable selection by the weighted
Lasso is the weighted irrepresentable condition. The weighted irrepresentable con-
dition is moreover essentially necessary if the non-zero true coefficients are large
enough, that is, if certain beta-min conditions hold. This is elaborated upon in Sub-
section 7.5.7.
We moreover show in Subsection 7.5.8 that a bound for the adaptive restricted re-
gression is sufficient for proving the weighted irrepresentable condition, and hence
variable selection of the weighted Lasso. This bound requires a great amount of
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separation between the weights inside and those outside the active set. We present
an example (Example 7.3) which implies that one cannot remove the requirement
on the amount of separation between weights, without imposing further conditions
on the Gram matrix. We show in Subsection 7.5.9, that with “ideal” weights inside
the active set, the weights outside the active set should be quite large. With an ini-
tial estimator used for the weights, this means that this initial estimator either needs
a rather fast convergence rate in sup-norm, or alternatively the sparsity s0 should
be small namely of order (n/ log p)1/3. Our conditions cannot be improved, in the
sense that there exist Gram matrices where the weighted irrepresentable condition
does not hold if our required amount of separation of the weights is not fulfilled (see
Example 7.3). We then have reached the conclusion that exact variable selection,
even with the adaptive Lasso, is in a sense ill-posed, it can only be accomplished
under very strong conditions. We therefore set a different (and perhaps more mod-
erate) aim, targeting at no more than O(s∗) false positives, s∗ ≤ s0 being the number
of variables an oracle would select.

In most of the remainder of the chapter, our results concern the adaptive Lasso and
the thresholded Lasso. The two approaches share the problem of the choice of tuning
parameter. In Section 7.6 we give the definitions of the adaptive and thresholded
Lasso. Section 7.7 recalls our definition of the oracle β ∗, and collects the results we
obtained in Chapter 6 for the prediction error, `1-error, and `2-error of the (weighted)
Lasso.

Section 7.8 treats the adaptive and thresholded Lasso, invoking sparse eigenvalue
conditions. It consists of six subsections. Subsection 7.8.1 gives the conditions on
the tuning parameters, and Subsection 7.8.2 gives the results under sparse eigen-
value conditions. We then compare these with the properties of the standard Lasso
in Subsection 7.8.3. The comparison of thresholding and adaptive Lasso is discussed
further in Subsection 7.8.4. We look at the implications for the number of false nega-
tives in Subsection 7.8.5. Finally, Subsection 7.8.6 checks how the theory simplifies
under so-called beta-min conditions as discussed in Section 7.4. As we will see,
beta-min conditions can (partly) replace sparse eigenvalue conditions.

For the proofs of the results in Section 7.8, we refer to van de Geer et al. (2010).
They are very much in the spirit of the proofs for the section following it, Section
7.9 (which are given in Sections 7.11 and 7.12).

Section 7.9 gives the results for the adaptive Lasso when sparse eigenvalue con-
ditions are avoided altogether. We again choose the tuning parameters to optimize
bounds for the prediction error (Subsection 7.9.1). We show that, depending on the
trimmed harmonic mean of the |β ∗j |, the adaptive Lasso still improves the one-stage
Lasso as regards variable selection, and can sometimes maintain a good prediction
error. These results are summarized in Theorem 7.10 of Subsection 7.9.2. Section
7.10 contains some concluding remarks.

The technical complements for the (adaptive) Lasso in the noiseless case are de-
rived in Section 7.11. The reason we again omit noise here is that many theoretical
issues involved concern the approximation properties of the two stage procedure,
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and not so much the fact that there is noise. By studying the noiseless case first, we
separate the approximation problem from the stochastic problem. For the noiseless
case, Subsection 7.11.1 summarizes the prediction error of the weighted Lasso, and
Subsection 7.11.2 gives a bound for the number of false positives in terms of the
prediction error. We obtain in Subsection 7.11.3 some simple bounds for the initial
Lasso and its thresholded version. In Subsection 7.11.4 we derive results for the
adaptive Lasso by comparing it with a “oracle-thresholded” initial Lasso. When the
trimmed harmonic mean of the squared coefficients of the target β ∗ is large enough,
the adaptive Lasso combines good variable selection properties with good prediction
properties.

The technical complements for the noisy situation are in Section 7.12.

The prediction error of least squares loss with a concave penalty was studied in
Section 6.11. Section 7.13 shows under sparse eigenvalue conditions, this method
also has O(s∗) false positives, and thus is in that sense comparable to thresholding
and to the adaptive Lasso.

7.4 The beta-min condition

It is clear that the larger the smallest non-zero coefficient

|β 0|min := min
j∈S0
|β 0

j |,

the easier is variable selection. We call a condition requiring some lower non-zero
bound on |β 0|min a “beta-min” condition. Such a condition is generally not very
natural, nor very much in the spirit of uniformity in local neighborhoods (see Leeb
and Pötscher (2003)). Nevertheless, beta-min conditions occur in many theoreti-
cal works. In our viewpoint, theoretical results that rely on beta-min conditions are
primarily useful as a benchmark but should always be considered with some reser-
vation.

A further aspect having to do with beta-min conditions follows from signal-to-noise
considerations. Let us explain this here. We study the situation where the truth

f 0(Xi) := EYi, i = 1, . . . ,n,

is linear: f 0 = ∑
p
j=1 ψ jβ

0
j . (If this is not the case, our results are to be understood

as selection results of the projection of f 0 on the space spanned by {ψ j}p
j=1.) The

active set of the truth is S0 := { j : β 0
j 6= 0}, and s0 = |S0| is its cardinality, i.e., the

sparsity index of f 0. The typical situation is the one where the `2-norm ‖β 0‖2 of the
coefficients β 0 is bounded from above (and below). This has certain consequences
for the order of magnitude of most |β 0

j |. But let us first explain why bounds on ‖β 0‖2
are “typical”. Let Qn := ∑

n
i=1 δXi/n be the empirical measure of the covariables, and
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‖ · ‖n be the L2(Qn)-norm. The Gram matrix is

Σ̂ =
∫

ψ
T

ψdQn, ψ := (ψ1, . . . ,ψp).

For the case of independent centered noise variables {εi}n
i=1 with variance σ2, the

signal-to-noise ratio is

SNR :=
‖ f 0‖n

σ
.

A “reasonable” signal-to-noise ratio is an SNR satisfying

η ≤ SNR≤ 1/η ,

where η > 0, and in fact, where η is close to one. Clearly,

‖β 0‖2 ≤ ‖ f 0‖n/Λmin(Σ̂1,1(S0)),

where Λ 2
min(Σ̂1,1(S0)) is the smallest eigenvalue of the Gram matrix Σ̂1,1(S0) corre-

sponding to the variables in S0. Thus

‖β 0‖2 ≤ (SNR)σ/Λmin(Σ̂1,1(S0)).

For the normalized case (i.e., the case where diag(Σ̂) = I), it holds that
Λmin(Σ̂1,1(S0))≤ 1. On the other hand, we generally hope we have a situation where
the eigenvalue Λmin(Σ̂1,1(S0)) is not very small, actually, that the compatibility con-
stant - or the restricted eigenvalue - is not very small, because this gives good result
for the prediction error of the Lasso (see Theorem 6.1). In other words, with a rea-
sonable signal-to-noise ratio and nicely behaved eigenvalues, the `2-norm ‖β 0‖2
cannot be too large.1

The upper bound for ‖β 0‖2 has important consequences for variable selection re-
sults based on beta-min conditions, as we always have

|β 0|min ≤ ‖β 0‖2/
√

s0,

i.e., the smallest coefficients are not allowed to be larger than σ/
√

s0 in order of
magnitude. Put differently, if there are a few large coefficients, this leaves little
space for the other coefficients. The latter may need to drop below the noise level.
When s0 is large, a few large coefficients means that the majority of the non-zero
coefficients are too small to detect.

1 It can generally not be really small either, e.g., in the normalized case, ‖ f 0‖n = ‖∑
p
j=1 ψ jβ

0
j ‖n ≤

‖β 0‖1, so ‖β 0‖2 ≥ (SNR)σ/
√

s0.
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7.5 The irrepresentable condition in the noiseless case

We let Q be some probability measure on X , and ‖ ·‖ the L2(Q) norm. An example
is Q being the empirical measure Qn := ∑

n
i=1 δXi/n.

The Gram matrix is
Σ :=

∫
ψ

T
ψdQ.

The entries of Σ are denoted by σ j,k := (ψ j,ψk), with (·, ·) being the inner product
in L2(Q). We furthermore use the notation of Section 6.13. That is, for a given index
set S, we consider the submatrices

Σ1,1(S) := (σ j,k) j,k∈S, Σ2,2(S) := (σ j,k) j,k/∈S,

and
Σ2,1(S) := (σ j,k) j/∈S,k∈S, Σ1,2(S) := Σ

T
2,1(S).

We let Λ 2
min(Σ1,1(S)) be the smallest eigenvalue of Σ1,1(S).

Moreover, as usual, for β being a vector in Rp, we denote by

β j,S := β jl{ j ∈ S}, j = 1, . . . , p.

Thus, βS is the vector with only non-zero entries in the set S.

The largest eigenvalue of Σ is denoted by Λ 2
max, i.e.,

Λ
2
max := max

‖β‖2=1
β

T
Σβ .

We will also need the largest eigenvalue of submatrices containing the inner prod-
ucts of variables in S:

Λ
2
max(Σ1,1(S)) := max

‖βS‖2=1
β

T
S ΣβS.

(Minimal adaptive) restricted eigenvalues (defined in Section 6.13) are denoted by
φ(L,S,N) := φΣ (L,S,N), φmin(L,S,N) := φmin,Σ (L,S,N), etc.

Let, for some given λ = λinit ≥ 0, βinit be the noiseless Lasso

βinit := argmin
β

{‖ fβ − f 0‖2 +λinit‖β‖1}.

Define its active set as Sinit := { j : βinit, j 6= 0}.
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7.5.1 Definition of the irrepresentable condition

The irrepresentable condition, as given in (2.20), depends on the Gram matrix Σ , but
also on the signs of the unknown “true” parameter β 0, whereas the compatibility
condition only depends on Σ and the set S. To compare the two (see Subsection
7.5.4), we assume the irrepresentable condition for all sign-vectors, and in fact for
all vectors τ with ‖ · ‖∞-norm at most one.

Definition We say that the irrepresentable condition is met for the set S with cardi-
nality s, if for all vectors τS ∈ Rs satisfying ‖τS‖∞ ≤ 1, we have

‖Σ2,1(S)Σ−1
1,1 (S)τS‖∞ < 1. (7.1)

For a fixed τS ∈Rs with ‖τS‖∞ ≤ 1, the weak irrepresentable condition holds for τS,
if

‖Σ2,1(S)Σ−1
1,1 (S)τS‖∞ ≤ 1.

Moreover, for some 0 < θ < 1, the θ -uniform irrepresentable condition is met for
the set S, if

max
‖τS‖∞≤1

‖Σ2,1(S)Σ−1
1,1 (S)τS‖∞ ≤ θ .

7.5.2 The KKT conditions

We will frequently make use of the KKT conditions given in Lemma 2.1. In our
context, they read as follows:

KKT conditions We have

2Σ(βinit−β
0) =−λinitτinit.

Here ‖τinit‖∞ ≤ 1, and moreover

τinit, jl{βinit, j 6= 0}= sign(βinit, j), j = 1, . . . , p.

We now turn to the noiseless version of the weighted Lasso. Let W := diag(w), with
w := (w1, . . . ,wp)

T a diagonal matrix of positive weights. The weighted noiseless
Lasso is

βweight := argmin
β

{
‖ fβ − f 0‖2 +λweightλinit‖Wβ‖1

}
,

with active set Sweight := { j : βweight, j 6= 0}.
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By the reparametrization β 7→ γ :=Wβ , one sees that the weighted Lasso is a stan-
dard Lasso with Gram matrix

Σw :=W−1
ΣW−1.

Hence, it inherits all the properties of the standard Lasso. We emphasize however
that Σw is generally not normalized, i.e., generally diag(Σw) 6= I. With appropriate
weights, this is exactly the strength of the weighted Lasso.

The weighted KKT conditions are:

Weighted KKT conditions We have

2Σ(βweight−β
0) =−λweightλinitWτweight.

Here ‖τweight‖∞ ≤ 1, and moreover

τweight, jl{βweight, j 6= 0}= sign(βweight, j), j = 1, . . . , p.

Set
w j,S := w jl{ j ∈ S}, j = 1, . . . , p.

Note that
‖wS‖2

2 = ∑
j∈S

w2
j ,

a quantity that will be of importance in our further considerations. We will need
conditions on the ratio ‖wS‖2/wmin

Sc , where

wmin
Sc := min

j/∈S
w j.

The ratio ‖wS0‖2/wmin
Sc

0
should preferably be small, i.e., the weights inside the active

set should be small as compared to those outside the active set.

7.5.3 Necessity and sufficiency for variable selection

As we show in the next theorem, the irrepresentable condition for the true active set
S0 is in the noiseless case a sufficient condition for the Lasso to select only variables
in the active set S0 (for the noisy case, see Problem 7.5). We moreover establish
that it is essentially a necessary condition. This means that also in the situation with
noise, there is no way to get around such a condition (see also Zhao and Yu (2006)).
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Let 2

Srelevant
0 :=

{
j : |β 0

j |> λinit sup
‖τS0‖∞≤1

‖Σ−1
1,1 (S0)τS0‖∞/2

}
.

Theorem 7.1.
Part 1 Suppose the irrepresentable condition is met for S0. Then Srelevant

0 ⊂ Sinit⊂ S0,
and

‖(βinit)S0 −β
0
S0
‖∞ ≤ λinit sup

‖τS0‖∞≤1
‖Σ−1

1,1 (S0)τS0‖∞/2,

(so for all j ∈ Srelevant
0 , the βinit, j have the same sign as the β 0

j ).
Part 2 Conversely, suppose that Srelevant

0 = S0 and Sinit ⊂ S0. Then the weak irrepre-
sentable condition holds for the sign-vector τ0

S0
:= sign(β 0

S0
).

Proof of Theorem 7.1.

Part 1 By the KKT conditions, we must have

2Σ(βinit−β
0) =−λinitτinit,

where ‖τinit‖∞ ≤ 1, and τinit, jl{|βinit, j| 6= 0}= sign(βinit, j). This gives

2Σ1,1(S0)

(
(βinit)S0 −β

0
S0

)
+2Σ1,2(S0)(βinit)Sc

0
=−λinit(τinit)S0 ,

2Σ2,1(S0)

(
(βinit)S0 −β

0
S0

)
+2Σ2,2(S0)(βinit)Sc

0
=−λinit(τinit)Sc

0
.

It follows that

2
(
(βinit)S0 −β

0
S0

)
+2Σ

−1
1,1 (S0)Σ1,2(S0)(βinit)Sc

0
=−λinitΣ

−1
1,1 (S0)(τinit)S0 ,

2Σ2,1(S0)

(
(βinit)S0 −β

0
S0

)
+2Σ2,2(S0)(βinit)Sc

0
=−λinit(τinit)S0

c

(leaving the second equality untouched). Hence, multiplying the first equality by
−(βinit)

T
S0

c Σ2,1(S0), and the second by −(βinit)
T
Sc

0
,

−2(βinit)
T
Sc

0
Σ2,1(S0)

(
(βinit)S0 −β

0
S0

)
−2(βinit)

T
Sc

0
Σ2,1(S0)Σ

−1
1,1 (S0)Σ1,2(S0)(βinit)Sc

0

= λinit(βinit)
T
Sc

0
Σ2,1(S0)Σ

−1
1,1 (S0)(τinit)S0 ,

2 One may invoke the bound sup‖τS0 ‖∞≤1 ‖Σ−1
1,1 (S0)τS0‖∞ ≤

√
s0Λ

−2
min(Σ1,1(S0)). However, there are

important examples where the latter bound is too rough.
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−2(βinit)
T
Sc

0
Σ2,1(S0)

(
(βinit)S0−β

0
S0

)
−2(βinit)

T
Sc

0
Σ2,2(S0)(βinit)S0 = λinit‖(βinit)Sc

0
‖1,

where we invoked that βinit, jτinit, j = |βinit, j|. Subtracting the second from the first
gives

2(βinit)
T
Sc

0
Σ2,2(S0)(βinit)Sc

0
−2(βinit)

T
Sc

0
Σ2,1(S0)Σ

−1
1,1 (S0)Σ1,2(S0)(βinit)Sc

0

= λinit(βinit)
T
Sc

0
Σ2,1(S0)Σ

−1
1,1 (S0)(τinit)S0 −λinit‖(βinit)Sc

0
‖1.

But by the irrepresentable condition, if ‖(βinit)Sc
0
‖1 6= 0,∣∣∣(βinit)

T
Sc

0
Σ2,1(S0)Σ

−1
1,1 (S0)(τinit)S0

∣∣∣≤ ‖(βinit)Sc
0
‖1‖Σ2,1(S0)Σ

−1
1,1 (S0)(τinit)S0‖∞

< ‖(βinit)Sc
0
‖1.

We conclude that if ‖(βinit)Sc
0
‖1 6= 0, then

(βinit)
T
Sc

0
Σ2,2(S0)(βinit)Sc

0
− (βinit)

T
Sc

0
Σ2,1(S0)Σ

−1
1,1 (S0)Σ1,2(S0)(βinit)Sc

0
< 0.

The matrix
Σ2,2(S0)−Σ2,1(S0)Σ

−1
1,1 (S0)Σ1,2(S0)

is positive semi-definite. Hence we arrived at a contradiction. So it must hold that
‖(βinit)Sc

0
‖1 = 0, i.e., that Sinit ⊂ S0.

We thus conclude that under the irrepresentable condition, the KKT conditions take
the form: for a vector τinit ∈ Rp with ‖τinit‖∞ ≤ 1, and with τinit, jl{βinit, j 6= 0} =
sign(βinit, j),

2Σ1,1(S0)

(
(βinit)S0 −β

0
S0

)
=−λinit(τinit)S0 ,

and

2Σ2,1(S0)

(
(βinit)S0 −β

0
S0

)
=−λinit(τinit)Sc

0
.

It follows that

‖(βinit)S0 −β
0
S0
‖∞ ≤ λinit‖Σ−1

1,1 (S0)(τinit)S0‖∞/2

≤ λinit sup
‖τS0‖∞≤1

‖Σ−1
1,1 (S0)τS0‖∞/2

If j ∈ Srelevant
0 and βinit, j = 0, we would have

|βinit, j−β
0
j |= |β 0

j |> λinit sup
‖τS0‖∞≤1

‖Σ−1
1,1 (S0)τS0‖∞/2.
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This is a contradiction. Therefore j ∈ Srelevant
0 implies that βinit, j 6= 0, i.e., that j ∈

Sinit. In other words, Srelevant
0 ⊂ Sinit. In fact, it implies sign(βinit, j) = sign(β 0

j ) for all
j ∈ Srelevant

0 .

Part 2 We now show that the weak irrepresentable condition for τ0
S0

is a necessary
condition for variable selection. Suppose that we indeed only select variables in the
active set, i.e., that Sinit ⊂ S0. Then (βinit)Sc

0
≡ 0. The KKT conditions then take

again the form given above:

2Σ1,1(S0)

(
(βinit)S0 −β

0
S0

)
=−λinit(τinit)S0 ,

and

2Σ2,1(S0)

(
(βinit)S0 −β

0
S0

)
=−λinit(τinit)Sc

0
.

This implies as before that sign(βinit, j) = sign(β 0
j ) for all j ∈ Srelevant

0 . Hence, as we
assumed S0 = Srelevant

0 , we have (τinit)S0 = τ0
S0

. The KKT conditions are thus

2Σ1,1(S0)

(
(βinit)S0 −β

0
S0

)
=−λinitτ

0
S0
,

and

2Σ2,1(S0)

(
(βinit)S0 −β

0
S0

)
=−λinit(τinit)Sc

0
.

Hence
(βinit)S0 −β

0
S0
= λinitΣ

−1
1,1 (S0)τ

0
S0
/2,

and, inserting this in the second KKT-equality,

Σ2,1(S0)Σ
−1
1,1 (S0)τ

0
S0
= (τinit)Sc

0
.

But then
‖Σ2,1(S0)Σ

−1
1,1 (S0)τ

0
S0
‖∞ = ‖(τinit)Sc

0
‖∞ ≤ 1.

tu

Corollary 7.1. Suppose the irrepresentable condition is met for some set S0. Fix
some arbitrary β 0 = β 0

S0
with zeroes outside the set S0, and let f 0 := fβ 0 =

∑ j∈S0
ψ jβ

0
j . Define, for a fixed L≥ 0,

βprimal := argmin{‖ fβ − f 0‖ : ‖β‖1 ≤ L},

i.e., ‖ fβprimal
− f 0‖2 = LASSO( f 0,L,{1, . . . , p}), invoking the notation of Section

6.13. Then for Sprimal := {βprimal, j 6= 0}, it holds that Sprimal ⊂ S0.
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7.5.4 The irrepresentable condition implies the compatibility
condition

Theorem 7.1 proves that the irrepresentable condition implies variable selection.
One therefore expects it will be more restrictive than the compatibility condition,
which only implies a bound for the prediction and estimation error. This turns out to
be indeed the case, albeit under the uniform version of the irrepresentable condition.

Recall the compatibility constant

φ
2
comp(L,S) := min

β

{s‖ fβ‖2 : ‖βS‖1 = 1,‖βSc‖1 ≤ L}

(see Section 6.13).

Theorem 7.2. Suppose the θ -uniform irrepresentable condition is met for S. Then
for Lθ < 1,

φ
2
comp(L,S)≥ (1−Lθ)2

Λ
2
min(Σ1,1(S)).

Proof of Theorem 7.2. Define

β
∗ := argmin

β

{s‖ fβ‖2 : ‖βS‖1 = 1,‖βSc‖1 ≤ L}.

Let us write f ∗ := fβ ∗ , f ∗S := fβ ∗S
and f ∗Sc := fβ ∗Sc . Introduce a Lagrange multiplier

λ ∈R. As in Lemma 7.1, there exists a vector τS, with ‖τS‖∞ ≤ 1, such that τT
S β ∗S =

‖β ∗S ‖1, and such that

Σ1,1(S)β ∗S +Σ1,2(S)β ∗Sc =−λτS.

By multiplying by (β ∗S )
T , we obtain

‖ f ∗S ‖2 +( f ∗S , f ∗Sc) =−λ‖β ∗S ‖1.

The restriction ‖β ∗S ‖1 = 1 gives

‖ f ∗S ‖2 +( f ∗S , f ∗Sc) =−λ .

We also have
β
∗
S +Σ

−1
1,1 (S)Σ1,2(S)β ∗Sc =−λΣ

−1
1,1 τS. (7.2)

Hence, by multiplying with τT
S ,

‖β ∗S ‖1 + τ
T
S Σ
−1
1,1 (S)Σ1,2(S)β ∗Sc =−λτ

T
S Σ
−1
1,1 τS,

or
1 =−τ

T
S Σ
−1
1,1 (S)Σ1,2(S)β ∗Sc −λτ

T
S Σ
−1
1,1 (S)τS
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≤ θ‖β ∗Sc‖1−λτ
T
S Σ
−1
1,1 (S)τS

≤ θL−λτ
T
S Σ
−1
1,1 (S)τS.

∗
Sc‖1≤

L. Thus
1−θL≤−λτ

T
S Σ
−1
1,1 (S)τS.

T
S Σ
−1
1,1 (S)τS > 0, this implies that λ < 0, and in fact that

(1−θL)≤−λ s/Λ
2
min(Σ1,1(S)),

where we invoked

τ
T
S Σ
−1
1,1 (S)τS ≤ ‖τS‖2

2/Λ
2
min(Σ1,1(S))≤ s/Λ

2
min(Σ1,1(S)).

So
−λ ≥ (1−θL)Λ 2

min(Σ1,1(S))/s.

Continuing with (7.2), we moreover have

(β ∗Sc)T
Σ2,1(S)β ∗S +(β ∗Sc)T

Σ2,1(S)Σ−1
1,1 (S)Σ1,2(S)β ∗Sc

=−λ (β ∗Sc)T
Σ2,1(S)Σ−1

1,1 (S)τS.

In other words,

( f ∗S , f ∗Sc)+‖( f ∗Sc)P
S‖2 =−λ (β ∗Sc)T

Σ2,1(S)Σ−1
1,1 (S)τS,

where ( f ∗Sc)P
S is the projection of f ∗Sc on the space spanned by {ψk}k∈S. Again, by

the θ -uniform irrepresentable condition and by ‖β ∗Sc‖1 ≤ L,∣∣∣(β ∗Sc)T
Σ2,1(S)Σ−1

1,1 (S)τS

∣∣∣≤ θ‖β ∗Sc‖1 ≤ θL,

so
−λ (β ∗Sc)T

Σ2,1(S)Σ−1
1,1 (S)τS = |λ |(β ∗Sc)T

Σ2,1(S)Σ−1
1,1 (S)τS

≥−|λ |
∣∣∣(β ∗Sc)T

Σ2,1(S)Σ−1
1,1 (S)τS

∣∣∣≥−|λ |θL = λθL.

It follows that
‖ f ∗‖2 = ‖ f ∗S ‖2 +2( f ∗S , f ∗Sc)+‖ f ∗Sc‖2

=−λ +( f ∗S , f ∗Sc)+‖ f ∗Sc‖2

≥−λ +( f ∗S , f ∗Sc)+‖( f ∗Sc)P
S‖2 ≥−λ +λθc =−λ (1−θL)

≥ (1−θL)2
Λ

2
min(Σ1,1(S))/s.

tu

Because 1−θL > 0 and τ

Here, we applied the θ -uniform irrepresentable condition, and the condition ‖β
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7.5.5 The irrepresentable condition and restricted regression

We recall the definition of the adaptive S-restricted regression (introduced in Sub-
section 6.13.2, see also the overview in Subsection 6.13.7)

ϑadap(S) := sup
‖βSc‖1≤

√
s‖βS‖2

|( fβS , fβSc )|
‖ fβS‖2 .

The adaptive restricted regression was introduced to prove that when ϑadap(S) <
1/L, the adaptive (L,S,s)-restricted eigenvalue condition is satisfied for S, with
φadap(L,S,s) ≥ (1− Lϑadap(S))Λmin(Σ1,1(S)) (see Corollary 6.11). We now show
that for Lθ < 1, the condition ϑadap(S)< 1/L actually implies the θ -uniform irrep-
resentable condition.

Theorem 7.3. We have for all ‖τS‖∞ ≤ 1,

‖Σ2,1(S)Σ−1
1,1 (S)τS‖∞ ≤ ϑadap(S).

Proof of Theorem 7.3. First observe that

‖Σ2,1(S)Σ−1
1,1 (S)τS‖∞ = sup

‖βSc‖1≤1
|β T

ScΣ2,1(S)Σ−1
1,1 (S)τS|

= sup
‖βSc‖1≤1

|( fβSc , fβS)|,

where
βS := Σ

−1
1,1 (S)τS.

We note that

‖ fβS‖
2

√
s‖βS‖2

=
‖Σ 1/2

1,1 (S)βS‖2
2

‖Σ1,1(S)βS‖2‖βS‖2

‖Σ1,1(S)βS‖2√
s

≤ 1.

Now, for any constant L,

‖Σ2,1(S)Σ−1
1,1 (S)τS‖∞ = sup

‖βSc‖1≤1
|( fβSc , fβS)|

= sup
‖βSc‖1≤L

|( fβSc , fβS)|/L.

Take L =
√

s‖βS‖2 to find

‖Σ2,1(S)Σ−1
1,1 (S)τS‖∞ = sup

‖βSc‖1≤
√

s‖βS‖2

|( fβSc , fβS)|√
s‖βs‖2
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≤ sup
‖βSc‖1≤

√
s‖βS‖2

|( fβSc , fβS)|
‖ fβs‖2 .

tu
Theorem 7.3 proves the implication

ϑadap(S)< 1 ⇒ irrepresentable condition.

The irrepresentable condition is quite restrictive, and illustrates that attempting to
prove the compatibility condition by checking whether ϑadap(S) < 1, i.e., via the
irrepresentable condition, is not the best way to go. Because ϑadap(S)< 1 is implied
by the coherence condition (with q=∞, see Lemma 6.28), we obtain as a by-product
that the irrepresentable conditions follows when correlations are small enough:

Corollary 7.2. Suppose that for some θ ≥ 0,

√
smax j/∈S

√
∑k∈S σ2

j,k

Λ 2
min(Σ1,1(S))

≤ θ .

Then in view of Corollary 6.13, ϑadap(S)≤ θ and hence by Theorem 7.3, also

‖Σ2,1(S)Σ−1
1,1 (S)τS‖∞ ≤ θ ,

i.e., for θ < 1 the θ -uniform irrepresentable condition holds.

The next example shows that there are Σ for which the bound given in Theorem 7.3
cannot be improved .

Example 7.1. Let S0 = {1, . . . ,s0} be the active set, and suppose that

Σ :=
(

Σ1,1 Σ1,2
Σ2,1 Σ2,2

)
,

where Σ1,1 := I is the (s0× s0)-identity matrix, and

Σ2,1 := ρ(b2bT
1 ),

with 0≤ ρ < 1, and with b1 an s0-vector and b2 a (p−s0)-vector, satisfying ‖b1‖2 =
‖b2‖2 = 1. Moreover, Σ2,2 is some ((p−s0)×(p−s0))-matrix, with diag(Σ2,2) = I,
and with largest eigenvalue Λ 2

max(Σ2,2) and smallest eigenvalue Λ 2
min(Σ2,2).

In Problem 7.2, it is shown that the compatibility condition holds for any S, with
φ 2

comp(L,S) = Λ 2
min(Σ2,2)− ρ . Moreover, for b1 := (1,1, . . . ,1)T/

√
s0 and b2 :=

(1,0, . . . ,0)T , and ρ > 1/
√

s0, the irrepresentable condition does not hold for S0.
Hence, for example when



7.5 The irrepresentable condition in the noiseless case 199

Σ :=



1 0 · · · 0 ρ/
√

s0 0 · · · 0
0 1 · · · 0 ρ/

√
s0 0 · · · 0

0 0
. . . 0

...
...

...
0 0 · · · 1 ρ/

√
s0 0 · · · 0

ρ/
√

s0 ρ/
√

s0 · · · ρ/
√

s0 1 θ · · · θ

0 0 · · · 0 θ 1 · · · θ
...

...
...

...
...

. . .
...

0 0 · · · 0 θ θ · · · 1


,

where ρ=θ=1/4, then the compatibility condition holds for all S with φcomp(L,S)=
1/2, the irrepresentable condition does not hold for s0 > 16. We note that the bound
for the number of false positives of the initial Lasso, as presented in Lemma 7.2
(Section 7.8.3 ahead), depends on Λ 2

max. In this example the maximal eigenvalue is
Λ 2

max(Σ2,2) of Σ2,2 is at least as large as 1
4 (p− s0).

7.5.6 Selecting a superset of the true active set

Remember that S0 is defined as the active set of the truth β 0, i.e.,

S0 = { j : β
0
j 6= 0}.

In Theorem 7.1 Part 1, we have not required a beta-min condition, i.e., for j ∈ S0,
the |β 0

j | can be arbitrary small. This means that in fact we may replace S0 by any set
N containing S0. If the irrepresentable condition holds for the larger set N , one
can conclude by Theorem 7.1 Part 1, that Sinit ⊂N .

Definition We say that the (S,N)-irrepresentable condition holds for the set S if for
some N ⊃ S with size N,

sup
‖τN ‖∞≤1

‖Σ2,1(N )Σ−1
1,1 (N )τN ‖∞ < 1.

Corollary 7.3. Suppose that the (S0,N)-irrepresentable condition holds.
Then |Sinit\S0| ≤ N− s0.

This approach can be rather useful, as illustrated in the next example.

Example 7.2. We continue with Example 7.1: S0 = {1, . . . ,s0} and
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Σ :=



1 0 · · · 0 ρ/
√

s0 0 · · · 0
0 1 · · · 0 ρ/

√
s0 0 · · · 0

0 0
. . . 0

...
...

...
0 0 · · · 1 ρ/

√
s0 0 · · · 0

ρ/
√

s0 ρ/
√

s0 · · · ρ/
√

s0 1 θ · · · θ

0 0 · · · 0 θ 1 · · · θ
...

...
...

...
...

. . .
...

0 0 · · · 0 θ θ · · · 1


with ρ < 1−θ (possibly θ = 0). Variable s0 +1 is correlated with all the variables
in the active set S0. It will be selected by the Lasso, because it can take care of part
of all the coefficients. Now, selecting just one false positive may be thought of as
being acceptable. We add variable s0 +1 to the set S0:

N := S0∪{s0 +1}.

The set N obviously satisfies the irrepresentable condition. Hence Sinit ⊂N .

One may verify that the above example can be extended to having ρs0 additional
variables outside the active set S0, which is still perhaps an acceptable amount. If
the aim is to have no more than N− s0 false positives, one may accomplish this by
requiring the (S0,N)-irrepresentable condition. A choice N proportional to s0 seems
reasonable. (In Lemma 7.2 and Lemma 7.3 respectively, we show by different means
that the Lasso has no more than an order of magnitude O(s0) of false positives,
provided Λmax remains bounded, respectively certain rather severe sparse eigenvalue
conditions hold.)

7.5.7 The weighted irrepresentable condition

Recall that W = diag(w1, . . . ,wp) is a matrix of positive weights. Let

WS :=W1,1(S), WSc :=W2,2(S).

Definition We say that the weighted irrepresentable condition holds for S if for all
vectors τS ∈ Rs with ‖τS‖∞ ≤ 1, one has

‖W−1
Sc Σ2,1(S)Σ−1

1,1 (S)WSτS‖∞ < 1.

The weak weighted irrepresentable condition holds for a fixed τS with ‖τS‖∞ ≤ 1, if

‖W−1
Sc Σ2,1(S)Σ−1

1,1 (S)WSτS‖∞ ≤ 1.
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Define

Srelevant
0,W :=

{
j : |β 0

j |> λweightλinit sup
‖τS0‖∞≤1

‖Σ−1
1,1 (S0)WS0τS0‖∞/2

}
.

The reparametrization β 7→ γ := W−1β leads to the following corollary, which is
the weighted variant of Theorem 7.1.

Corollary 7.4.
Part 1 Suppose the weighted irrepresentable condition is met for S0. Then Srelevant

0,W ⊂
Sweight ⊂ S, and

‖(βweight)S0 −β
0
S0
‖∞ ≤ λweightλinit sup

‖τS0‖∞≤1
‖Σ−1

1,1 (S0)WS0τS0‖∞/2.

Part 2 Conversely, if S0 = Srelevant
0,W and Sweight ⊂ S0, then the weak weighted irrepre-

sentable condition holds for τ0
S0

, where τ0
S0

:= sign(β 0
S0
).

7.5.8 The weighted irrepresentable condition and restricted
regression

The weighted irrepresentable condition can be linked to the (unweighted) adaptive
restricted regression (a weighted variant of Theorem 7.3), as follows.

Theorem 7.4.

sup
‖τS‖∞≤1

‖W−1
Sc Σ2,1(S)Σ−1

1,1 (S)WSτS‖∞ ≤
‖wS‖2√

swmin
Sc

ϑadap(S).

Proof of Theorem 7.4. Clearly,

‖W−1
Sc Σ2,1(S)Σ−1

1,1 (S)WSτS‖∞ ≤ ‖Σ2,1(S)Σ−1
1,1 (S)WSτS‖∞/wmin

Sc .

Define
βS := Σ

−1
1,1 (S)WSτS.

Then

‖W−1
Sc Σ2,1(S)Σ−1

1,1 (S)WSτS‖∞ = sup
‖γSc‖1≤1

|γT
ScW−1

Sc Σ2,1(S)Σ−1
1,1 (S)WSτS|

= sup
‖WSc βSc‖1≤1

|β T
Sc Σ2,1(S)βS|= sup

‖WSc βSc‖1≤1
|( fβSc , fβS)|
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≤ sup
‖βSc‖1≤1/wmin

Sc

|( fβSc , fβS)|

= sup
‖βSc‖1≤‖wS‖2‖βS‖2/wmin

Sc

|( fβSc , fβS)|
‖wS‖2‖βS‖2

= sup
‖βSc‖1≤‖wS‖2‖βS‖2/wmin

Sc

|( fβSc , fβS)|
‖ fβS‖2

‖ fβS‖
2

‖wS‖2‖βS‖2
.

But
‖ fβS‖

2

‖wS‖2‖βS‖2
=

τT
S WSΣ

−1
1,1 (S)WSτS√

τT
S W 2

S τS

√
τSWSΣ

−2
1,1 (S)WSτS

‖WSτS‖2

‖wS‖2
≤ 1.

We conclude that

‖W−1
Sc Σ2,1(S)Σ−1

1,1 (S)WSτS‖∞ ≤ sup
‖βSc‖1≤‖wS‖2‖βS‖2/wmin

Sc

|( fβSc , fβS)|
‖ fβS‖2

=
‖wS‖2√

swmin
Sc

ϑadap(S).

tu

Corollary 7.5. Suppose that

‖wS0‖2√
s0wmin

Sc
0

ϑadap(S0)< 1.

Then, by Corollary 7.4, Sweight⊂ S0. In particular, if Σ j, j ≤ 1 for all j, then, inserting
the general bound

√
s0/Λmin(Σ1,1(S0)) for ϑadap(S0) (see Lemma 6.27) gives that

the inequality
‖wS0‖2/wmin

Sc
0

< Λmin(Σ1,1(S0)), (7.3)

implies Sweight ⊂ S0.

Example 7.3. Take Σ as in Example 7.1, with b1 changed to b1 = wS0/‖wS0‖2, and
b2 to b2 = (0, . . . ,1,0, . . .)T , where the 1 is placed at argmin j∈Sc

0
w j. Then

sup
‖τS0‖∞≤1

‖Σ2,1Σ
−1
1,1 τS0‖∞ = ρ‖wS0‖1/‖wS0‖2,

and furthermore,

sup
‖τS0‖∞≤1

‖W−1
Sc

0
Σ2,1Σ

−1
1,1WS0τS0‖∞ = ρ‖wS0‖2/wmin

Sc
0
.
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The above example shows that there exist Gram matrices Σ which satisfy the com-
patibility condition with, for all L > 0, φ 2

comp(L,S0) = 1−ρ , where ρ ∈ (0,1), and
where the adaptive Lasso needs the separation

‖wS0‖2/wmin
Sc

0
≤ 1/ρ. (7.4)

to perform variable selection. Roughly speaking, this means that the weights in Sc
0

should be an order of magnitude
√

s0 larger than the weights in S0. See also Corol-
lary 7.8, where the same amount of separation is required for the adaptive Lasso to
perform exact variable selection.

We now know from Example 7.3 that a compatibility condition alone does not suf-
fice for proving variable selection with the weighted Lasso. If one aims at substan-
tially relaxing the bound (7.3), one needs more restrictions on Σ , for example as in
Theorem 7.4, with the adaptive restricted regression ϑadap(S0) much less than the
generic bound

√
s0/Λmin(Σ1,1(S0)) of Lemma 6.27.

7.5.9 The weighted Lasso with “ideal” weights

In the case of the adaptive Lasso, the ”ideal” weights that we target at have w0
j :=

1/|β 0
j |, j ∈ S0. With “ideal” weights w0, we obviously have that

‖w0
S0
‖2

2 := s0/|β 0|2harm,

where

|β 0|2harm :=
(

1
s0

∑
j∈S0

1
|β 0

j |2

)−1

is the harmonic mean of the squared non-zero coefficients.

Example 7.3 in Subsection 7.5.8 proves that the bound (7.3) is also a lower bound.
We show in Lemma 7.1 below that with the “ideal” weights in the active set S0, and
with outside the active set w j = 1/|β init

j |, j /∈ S0, for some initial β init, the inequality
(7.3) implies that ‖β int

Sc
0
‖∞ has to be of order ‖ f 0‖/s0.

Lemma 7.1. Let us take w j = w0
j , j ∈ S0 and w j = 1/|β init

j |, j /∈ S0, where β init is
some initial estimator of β . Suppose moreover that the condition (7.3) (which is
sufficient for having no false positives) holds. Then

‖β int
Sc

0
‖∞ < ‖ f 0‖/s0.

Proof. It is clear from the Cauchy-Schwarz inequality that

s0 ≤ ‖w0
S0
‖2‖β 0‖2.
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Moreover,
‖β 0‖2 ≤ ‖ f 0‖/Λmin(Σ1,1(S0)).

Hence we get
‖w0

S0
‖2 ≥ s0Λmin(Σ1,1(S0))/‖ f 0‖.

Condition (7.3) now gives

1
wmin

Sc
0

< Λmin(Σ1,1(S0))/‖wS0‖ ≤ ‖ f 0‖/s0.

ut

Remark 7.1. With the Lasso, we get an initial estimator βinit satisfying

‖(βinit)Sc
0
‖∞ = O(λinit

√
s0)

(see Lemma 7.6). Unless this bound can be improved, and for λinit�σ
√

log p/n,
where σ � ‖ f 0‖, we thus need that s0 = O((n/ log p)1/3) for variable selection with
the adaptive Lasso in the worst case scenario.

7.6 Definition of the adaptive and thresholded Lasso

We now return to the noisy case. We will use the standard Lasso as initial estimator
for the second stage adaptive Lasso, and write this initial estimator as

β̂init := argmin
β

{
1
n

n

∑
i=1

(Yi− fβ (Xi))
2 +λinit‖β‖1

}
,

where fβ := ∑
p
j=1 β jψ j. We let f̂init := f

β̂init
. The active set of the estimator β̂init is

Ŝinit := { j : β̂init, j 6= 0}, which has cardinality ŝinit = |Ŝinit|.

7.6.1 Definition of adaptive Lasso

The adaptive Lasso (Zou (2006)) is defined as

β̂adap := argmin
β

{
1
n

n

∑
i=1

(Yi− fβ (Xi))
2 +λadapλinit

p

∑
j=1

w j|β j|
}
,
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where the weights {w j} are functions of the initial estimator β̂init. The most com-
monly applied adaptive Lasso takes

w j :=
1

|β̂init, j|
, j = 1, . . . , p,

with the convention that when β̂init, j = 0 (i.e., when w j = ∞), the j-th variable is
excluded in this second stage. In practice, there may be a threshold, or precision
level, λprecision > 0, that is, all variables j with |β̂init, j| ≤ λinit are excluded in the
second stage:

w j :=
1

|β̂init, j|l{|β̂init, j|> λprecision}
, j = 1, . . . , p.

This can be thought of as the ruthless Lasso.

Another procedure is to give the variables j that are not selected in the first stage, a
second chance in the second stage. We then take

w j =
1

|β̂init, j|∨λprecision
, j = 1, . . . , p.

We call this the conservative Lasso.

In the sequel, we will only consider the standard adaptive Lasso with weights w j =

1/|β̂init, j| for all j. We write f̂adap := f
β̂adap

, with active set Ŝadap := { j : β̂adap, j 6= 0},
respectively.

7.6.2 Definition of the thresholded Lasso

Another possibility is the thresholded Lasso with refitting. Define

Ŝthres := { j : |β̂init, j|> λthres}, (7.5)

which is the set of variables having estimated coefficients larger than some given
threshold λthres. The refitting is then done by ordinary least squares:

b̂thres = arg min
β=βŜthres

1
n

n

∑
i=1

(Yi− fβ (Xi))
2.

We write
f̂thres := fb̂thres

.
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7.6.3 Order symbols

The behavior of the Lasso, the thresholded Lasso and adaptive Lasso depends on
the tuning parameters, on the design, as well as on the true f 0, and actually on the
interplay between these quantities. To keep the exposition clear, we will use order
symbols. Our expressions are functions of n, p, {ψ j(Xi), j = 1, . . . , p, i = 1, . . . ,n},
and f 0, and also of the tuning parameters λinit, λthres, and λadap. For positive func-
tions g and h, we say that g = O(h) if ‖g/h‖∞ is bounded, and g � h if in addition
‖h/g‖∞ is bounded. Moreover, we say that g = Osuff(h) if ‖g/h‖∞ is not larger than
a suitably chosen sufficiently small constant, and g �suff h if in addition ‖h/g‖∞ is
bounded.

7.7 A recollection of the results obtained in Chapter 6

The initial Lasso estimator is studied in Section 6.2. and we recall the results here.
We combine it with Lemma 6.10, which gives conditions for convergence in `2.
The definition of the compatibility constant φcomp(L,S) and of the (minimal adap-
tive) restricted eigenvalue φ(L,S,N) (φmin(L,S,N)) is given in Section 6.13 (see
Subsection 6.13.7 for an overview). We write φcomp(L,S) := φcomp,Σ̂ (L,S), and
φ(L,S,N) = φ

Σ̂
(L,S,N), and so on. We recall the approximation results of Sec-

tion 6.12, that is, for a Σ “close enough” to Σ̂ , the Σ̂ -compatibility constants and
(minimal adaptive) Σ̂ -restricted eigenvalues inherit their properties from the Σ -
counterparts. as long as there is enough sparseness.

Let

T :=
{

max
1≤ j≤p

2|(ε,ψ j)n| ≤ λ0

}
,

be the set where the correlation between noise and covariables does not exceed a
suitable value λ0 (the “noise level”).

Typically, λ0 can be taken of order
√

log p/n. Lemma 6.2 which has normally dis-
tributed errors, serves as an example, but the results can clearly be extended to other
distributions.

Theorem 7.5. Suppose the (3,S0)-compatibility condition holds, with constant
φcomp(3,S0). Assume moreover we are on T , and that λinit ≥ 2λ0. Then

‖ f̂init− f 0‖2
n +λinit‖β̂init−β

0‖1 ≤ 4λ
2
inits0/φ

2
comp(3,S0).

If moreover the (3,S0,2s0)-restricted eigenvalue condition holds, with restricted
eigenvalue φ(3,S0,2s0), then
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‖β̂init−β
0‖2

2 ≤
20λ 2

inits0

φ 4(3,S0,2s0)
.

See Theorem 6.1 and Lemma 6.10.

One immediately obtains the following screening corollary.

Corollary 7.6. (Screening Corollary) Suppose the beta-min condition

|β 0|min > 4λinits0/φ
2
comp(3,S0), (7.6)

or alternatively, the beta-min condition

|β 0|min > 2λinit
√

5s0/φ
2(3,S0,2s0). (7.7)

Then on T , Ŝinit ⊃ S0.

The screening property is discussed in e.g. Section 2.5, and also in Chapter 11
where it is used for obtaining asymptotically correct p-values by (multi) sample
splitting. It holds for the one stage Lasso if the truth has large enough coefficients.
If 1/φ(3,S0,2s0) = O(1), Corollary 7.6 assumes an order of magnitude λinit

√
s0

for the smallest coefficient, whereas signal-to-noise arguments, with noise vari-
ance σ2, say that the smallest coefficient cannot be larger than σ/

√
s0 in order of

magnitude. We conclude that the beta-min condition (7.7) implicitly assumes that
s0 = O(σ/λinit). With λinit � σ

√
log p/n, this means s0 = O(

√
n/ log p). By the

same arguments, beta-min condition (7.6) means s0 = O((n/ log p)1/3) (compare
with Remark 7.1 in Subsection 7.5.9).

We now leave the beta-min conditions aside, and consider a sparse approximation of
β 0. Indeed, the sparse object to recover may not be the “true” unknown parameter
β 0 of the linear regression. It may well be that many of the |β 0

j | are non-zero, but
very small. Thus, its active set

S0 = { j : β
0
j 6= 0}

can be quite large, and not the set we want to recover. More generally, we aim at
recovering a sparse approximation f ∗ of the regression f 0, when f 0 itself is not
necessarily sparse. Our proposal will be to target at the sparse approximation that
trades off the number of non-zero coefficients against fit. This target was introduced
in Chapter 6, Section 6.2.3. We recall its definition here.

Given a set of indices S ⊂ {1, . . . , p}, the best approximation of f 0 using only vari-
ables in S is

fS = fbS := arg min
f= fβS

‖ f − f 0‖n,

that is, fS is the projection of f 0 on the span of the variables in S. Our target is now
the projection f ∗ := fS∗ , where



208 7 Variable selection with the Lasso

S∗ := arg min
S⊂S0

{
‖fS− f 0‖2

n +7λ
2
init|S|/φ

2
comp(6,S)

}
.

This is in relation with the oracle result of Theorem 6.2, although we have changed
the constants (this is only due to some inconsistencies over the chapters in the choice
of the constants). Alternatively, one could insert Lemma 6.12 in Section 6.10, but
the latter (as price for considering general weights) has φcomp(3,S) replaced by
φadap(6,S, |S|) = φmin(6,S, |S|).
We minimize here over all S⊂ S0, so that the oracle is not allowed to trade non-zero
coefficients against compatibility constants. This facilitates the interpretation.

To simplify the expressions, we assume moreover throughout that

‖ f ∗ − f 0‖2
n = O(λ 2

inits∗/φ
2
comp(3,S∗)) (7.8)

which roughly says that the oracle “squared bias” term is not substantially larger
than the oracle “variance” term. For example, in the case of orthonormal design,
this condition holds if the small non-zero coefficients are small enough, or if there
are not too many of them, i.e., if

∑
|β 0

j |2≤7λ 2
init

|β 0
j |2 = O(λ 2

inits∗).

We stress that (7.8) is merely to write order bounds for the oracle, which we compare
to the ones for the various Lasso versions. If actually the “squared bias” term is the
strictly dominating term, this does not alter the theory but makes the presentation
less transparent.

As before, we refer to f ∗ as the “oracle”. The set S∗ is called the active set of f ∗,
and β ∗ := bS∗ are its coefficients, i.e., f ∗ = fβ ∗ .

We assume that S∗ has a relatively small number s∗ := |S∗| of nonzero coefficients.
Inferring the sparsity pattern, i.e. variable selection, refers to the task of correctly
estimating the support set S∗, or more modestly, to have a limited number of false
positives (type I errors) and false negatives (type II errors)3. It can be verified that
under reasonable conditions (e.g. i.i.d. standard Gaussian noise and properly chosen
tuning parameter λ ) the “ideal” estimator (with `0-penalty)

β̂ideal := argmin
β

{
‖Y− fβ‖2

2/n+λ
2|{ j : β j 6= 0}|

}
,

has O(s∗) false positives (see for instance Barron et al. (1999) and van de Geer
(2001)). With this in mind, we generally aim at O(s∗) false positives (see also Zhou
(2010)), yet keeping the prediction error as small as possible.

3 Recall that, for a generic estimator β̂ and active set S∗, a type I error is a non-zero estimate β̂ j

when j /∈ S∗. A type II error occurs when β̂ j = 0 while j ∈ S∗.
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Theorem 7.6. Suppose λinit ≥ 2λ0. Let

δ
2
comp := ‖ f ∗ − f 0‖2

n +
7λ 2

inits∗
φ 2

comp(3,S∗)
,

and

δ
2
min := ‖ f ∗ − f 0‖2

n +
7λ 2

inits∗
φ 2

min(6,S∗,2s∗)
.

On T ,
‖ f̂init− f 0‖2

n ≤ 2δ
2
comp,

and
‖β̂init−β

∗‖1 ≤ 5δ
2
comp/λinit,

and
‖β̂init−β

∗‖2 ≤ 10δ
2
min/(λinit

√
s∗).

Theorem 6.2 contains (modulo the alternative constants) the first part of Theorem
7.6 above. We moreover combined it with Lemma 6.9, much in the spirit of Lemma
6.11. The `2-result is the same as in Corollary 6.5, with slightly improved constants
exploiting the specific situation.

Note that φmin(6,S∗,2s∗) is always at least as small as φcomp(6,S∗), so that δcomp ≤
δmin.

With order symbols, the important quantities become more visible:

Theorem 7.7. Let λinit ≥ 2λ0. We have on T ,

‖ f̂init− f 0‖2
n =

[
1

φ 2
comp(6,S∗)

]
O(λ 2

inits∗),

and

‖β̂init−β
∗‖1 =

[
1

φ 2
comp(6,S∗)

]
O(λinits∗),

and

‖β̂init−β
∗‖2 =

[
1

φ 2
min(6,S∗,2s∗)

]
O(λinit

√
s∗).

We did not yet present a bound for the number of false positives of the initial Lasso:
it can be quite large (see Problem 7.7) depending on further conditions as given in
Lemma 7.3. A general bound is presented in Lemma 7.2.
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7.8 The adaptive Lasso and thresholding: invoking sparse
eigenvalues

In this section, we use maximal sparse eigenvalues Λmax(N) and uniform eigenval-
ues Λmin(S,N), as well as minimal adaptive restricted eigenvalues φmin(S,N) and
φvarmin(S,N). See Subsection 6.13.7 for their definition.

7.8.1 The conditions on the tuning parameters

The following conditions play an important role. Conditions A and AA for thresh-
olding are similar to those in Zhou (2010) (Theorems 1.2, 1.3 and 1.4).

Condition A For the thresholded Lasso, the threshold level λthres is chosen suffi-
ciently large, in such a way that[

1
φ 2

min(6,S∗,2s∗)

]
λinit = Osuff(λthres).

Condition AA For the thresholded Lasso, the threshold level λthres is chosen suffi-
ciently large, but such that[

1
φ 2

min(6,S∗,2s∗)

]
λinit �suff λthres.

Condition B For the adaptive Lasso, the tuning parameter λadap is chosen suffi-
ciently large, in such a way that[

Λmax(s∗)
φ 3

varmin(6,S∗,2s∗)

]
λinit = Osuff(λadap).

Condition BB For the adaptive Lasso, the tuning parameter λadap is chosen suffi-
ciently large, but such that[

Λmax(s∗)
φ 3

varmin(6,S∗,2s∗)

]
λinit �suff λadap.

Remark 7.2. Note that our conditions on λthres and λadap depend on the φ ’s and Λ ’s,
which are unknown. Indeed, our study is of theoretical nature, revealing common
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features of thresholding and the adaptive Lasso. Furthermore, it is possible to re-
move the dependence of the φ ’s and Λ ’s, when one imposes stronger sparse eigen-
value conditions, along the lines of Zhang and Huang (2008). In practice, the tuning
parameters are generally chosen by cross validation.

The above conditions can be considered with a zoomed-out look, neglecting the
expressions in the square brackets ([· · ·]), and a zoomed-in look, taking into account
what is inside the square brackets. One may think of λinit as the noise level. Zooming
out, Conditions A and B say that the threshold level λthres and the tuning parameter
λadap are required to be at least of the same order as λinit, i.e., they should not drop
below the noise level. Assumption AA and BB put these parameters exactly at the
noise level, i.e., at the smallest value we allow. The reason to do this is that one
then can have good prediction and estimation bounds. If we zoom in, we see in
the square brackets the role played by the various eigenvalues. It is at first reading
perhaps easiest to remember that the φ ’s can be small and the Λmax(·)’s can be large,
but one hopes they behave well, in the sense that the values in the square brackets
are not too large.

7.8.2 The results

The next two theorems contain the main ingredients of the present section. We first
discuss thresholding. The results correspond to those in Zhou (2010), and will be
invoked to prove similar bounds for the adaptive Lasso, as presented in Theorem
7.9.

The set T is throughout the set defined in Section 7.7, that is

T :=
{

max
1≤ j≤p

2|(ε,ψ j)n| ≤ λ0

}
.

Theorem 7.8. Let λinit ≥ 2λ0. Suppose Condition A holds. Then on T ,

‖ f̂thres− f 0‖2
n =

[
Λ

2
max(s∗)

]
λ 2

thres

λ 2
init

O(λ 2
inits∗),

and

‖b̂thres−β
∗‖1 =

[
Λmax(s∗)

Λmin(S∗,2s∗)

]
λthres

λinit
O(λinits∗),

and

‖b̂thres−β
∗‖2 =

[
Λmax(s∗)

Λmin(S∗,2s∗)

]
λthres

λinit
O(λinit

√
s∗),

and
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|Ŝthres\S∗|=
[

1
φ 4

min(6,S∗,2s∗)

]
λ 2

init

λ 2
thres

O(s∗).

Theorem 7.9. Suppose Condition B holds. Then on T ,

‖ f̂adap− f 0‖2
n =

[
Λmax(s∗)

φvarmin(6,S∗,2s∗)

]
λadap

λinit
O(λ 2

inits∗),

and

‖β̂adap−β
∗‖1 =

[
Λ

1/2
max(s∗)

φ
3/2
varmin(6,S∗,2s∗)

]√
λadap

λinit
O(λinits∗),

and

‖β̂adap−β
∗‖2 =

[
Λ

1/2
max(s∗)φ

1/2
varmin(6,S∗,2s∗)

φ 2
varmin(6,S∗,3s∗)

]√
λadap

λinit
O(λinit

√
s∗),

and

|Ŝadap\S∗|=
[

Λ 2
max(s∗)

φ 4
min(6,S∗,2s∗)

Λmax(s∗)
φvarmin(6,S∗,2s∗)

]
λinit

λadap
O(s∗).

Theorems 7.8 and 7.9 show how the results depend on the choice of the tuning
parameters λthres and λadap. The following corollary takes the choices of Conditions
AA and BB, as these choices give the smallest prediction and estimation error.

Corollary 7.7. Suppose we are on T . Then, under Condition AA,

‖ f̂thres− f 0‖2
n =

[
Λ 2

max(s∗)
φ 4

min(6,S∗,2s∗)

]
O(λ 2

inits∗), (7.9)

and

‖b̂thres−β
∗‖1 =

[
Λmax(s∗)

Λmin(S∗,2s∗)φ 2
min(6,S∗,2s∗)

]
O(λinits∗),

and

‖b̂thres−β
∗‖2 =

[
Λmax(s∗)

Λmin(S∗,2s∗)φ 2
min(6,S∗,2s∗)

]
O(λinit

√
s∗),

and
|Ŝthres\S∗|= O(s∗). (7.10)

Similarly, under Condition BB,

‖ f̂adap− f 0‖2
n =

[
Λ 2

max(s∗)
φ 4

varmin(6,S∗,2s∗)

]
O(λ 2

inits∗), (7.11)

and

‖β̂adap−β
∗‖1 =

[
Λmax(s∗)

φ 3
varmin(6,S∗,2s∗)

]
O(λinits∗),
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and

‖β̂adap−β
∗‖2 =

[
Λmax(s∗)

φ 2
varmin(6,S∗,3s∗)φvarmin(6,S∗,2s∗)

]
O(λinit

√
s∗),

and

|Ŝadap\S∗|=
[

Λ 2
max(s∗)φ

2
varmin(6,S∗,2s∗)

φ 4
min(6,S∗,2s∗)

]
O(s∗). (7.12)

7.8.3 Comparison with the Lasso

At the zoomed-out level, where all φ ’s and Λ ’s are neglected, we see that the thresh-
olded Lasso (under Condition AA) and the adaptive Lasso (under Condition BB)
achieve the same order of magnitude for the prediction error as the initial, one-stage
Lasso discussed in Theorem 7.7. The same is true for their estimation errors. Zoom-
ing in on the φ ’s and the Λ ’s, their error bounds are generally larger than for the
initial Lasso.

For comparison in terms of false positives, we need a corresponding bound for the
initial Lasso. In the paper of Zhang and Huang (2008), one can find results that
ensure that also for the initial Lasso, modulo φ ’s and Λ ’s, the number of false pos-
itives is of order s∗. However, this result requires rather involved conditions which
also improve the bounds for the adaptive and thresholded Lasso. We briefly address
this refinement in Lemma 7.3, imposing a condition of similar nature as the one used
in Zhang and Huang (2008). Also under these stronger conditions, the general mes-
sage remains that thresholding and the adaptive Lasso can have similar prediction
and estimation error as the initial Lasso, and are often far better as regards variable
selection

Recall that Λ 2
max is the largest eigenvalue of Σ̂ . It can generally be quite large.

Lemma 7.2. On T ,

|Ŝinit\S∗| ≤
[

Λ 2
max

φ 2
comp(6,S∗)

]
O(s∗).

See Problem 7.7 for an example where the bound of Lemma 7.2 is sharp.

We now discuss the above announced refinement, assuming a condition correspond-
ing to the one used in Zhang and Huang (2008) (compare with Subsection 6.13.5).

Condition D It holds for some t ≥ s∗, that

D(t,s∗) :=
{

Λ 2
max(t)s∗

φ 2
comp(6,S∗)t

}
= Osuff(1).
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Lemma 7.3. Suppose we are on T . Then under Condition D,

|Ŝinit\S∗|=
[

Λ 2
max(t)

φ 2
comp(6,S∗)

](
1− D(t,s∗)

Osuff(1)

)−1

O(s∗).

Moreover, under Condition B,

|Ŝadap\S∗|= Λmax(t)
[

Λmax(s∗)
φvarmin(6,S∗,2s∗)φ 4

min(6,S∗,2s∗)

]1/2
√

λinit

λadap
O(s∗)

+

[
Λmax(t)φ 2

comp(6,S∗)

φvarmin(6,S∗,2s∗)φ 4
min(6,S∗,2s∗)

]
D(t,s∗)

λinit

λadap
O(s∗).

Under Condition BB, this becomes

|Ŝadap\S∗|=
[

Λmax(t)
φcomp(6,S∗)

][
φ 2

varmin(6,S∗,2s∗)φ 2
comp(6,S∗)

φ 2
min(6,S∗,2s∗)

]1/2

O(s∗) (7.13)

+

[
φ 2

varmin(6,S∗,2s∗)φ 2
comp(6,S∗)

φ 4
min(6,S∗,2s∗)

]
D(t,s∗)O(s∗).

Under Condition D, the first term in the right hand side of (7.13) is generally the
leading term. We thus see that the adaptive Lasso replaces the potentially very large
constant (

1− D(t,s∗)
Osuff(1)

)−1

in the bound for the number of false positives of the initial Lasso by[
φ 2

varmin(6,S∗,2s∗)φ 2
comp(6,S∗)

φ 4(6,S∗,2s∗)

]1/2

,

a constant which is close to 1 if the φ ’s do not differ too much.

Admittedly, Condition D is difficult to interpret. On the one hand, it wants t to be
large, but on the other hand, a large t also can render Λmax(t) large. We refer to
Zhang and Huang (2008) for examples where Condition D is met.

7.8.4 Comparison between adaptive and thresholded Lasso

When zooming-out, we see that the adaptive and thresholded Lasso have bounds of
the same order of magnitude, for prediction, estimation and variable selection.
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At the zoomed-in level, the adaptive and thresholded Lasso also have very similar
bounds for the prediction error (compare (7.9) with (7.11)) in terms of the φ ’s and
Λ ’s. A similar conclusion holds for their estimation error. We remark that our choice
of Conditions AA and BB for the tuning parameters is motivated by the fact that
according to our theory, these give the smallest prediction and estimation errors. It
then turns out that the “optimal” errors of the two methods match at a quite detailed
level. However, if we zoom-in even further and look at the definition of Λmax(·),
φmin, and φvarmin in Section 6.13.7, it will show up that the bounds for the adaptive
Lasso prediction and estimation error are (slightly) larger.

Regarding variable selection, at zoomed-out level the results are also comparable
(see (7.9) and (7.12)). Zooming-in on the the φ ’s and Λ ’s, the adaptive Lasso may
have more false positives than the thresholded version.

A conclusion is that at the zoomed-in level, the adaptive Lasso has less favorable
bounds as the refitted thresholded Lasso. However, these are still only bounds, which
are based on focusing on a direct comparison between the two methods, and we may
have lost the finer properties of the adaptive Lasso. Indeed, the non-explicitness of
the adaptive Lasso makes its analysis a non-trivial task. The adaptive Lasso is a
quite popular practical method, and we certainly do not advocate that it should be
replaced by thresholding and refitting.

7.8.5 Bounds for the number of false negatives

The `q-error (1≤ q≤ ∞) has immediate consequences for the number of false neg-
atives: if for some estimator β̂ , some target β ∗, and some constant δ

upper
q one has

‖β̂ −β
∗‖q ≤ δ

upper
q

then the number of undetected yet large coefficients cannot be very large, in the
sense that

|{ j : β̂ j = 0, |β ∗j |> δ}|1/q ≤ δ
upper
q

δ
.

In other words, `q-bounds imply the screening property for the large - in absolute
value - coefficients.

Therefore, on T , for example∣∣∣∣{ j : β̂init, j = 0,
[

1
φ 2

min(6,S∗,2s∗)

]
√

s∗λinit = Osuff(|β ∗j |)
}∣∣∣∣= 0.

Similar bounds hold for the thresholded and the adaptive Lasso (considering now,
in terms of the φ ’s and Λ ’s, somewhat larger |β ∗j |).
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Typically, one thinks here of β 0 as target, although one may argue that one should
not aim at detecting variables that the oracle considers as irrelevant. In any case,
given an estimator β̂ and alternative target β ∗, it is straightforward to bound ‖β̂ −
β 0‖q in terms of ‖β̂ −β ∗‖q: apply the triangle inequality

‖β̂ −β
0‖q ≤ ‖β̂ −β

∗‖q +‖β ∗ −β
0‖q.

Moreover, for q = 2, one has the inequality

‖β ∗ −β
0‖2

2 ≤
‖ f ∗ − f 0‖2

n

Λ 2
min(Σ1,1(S0))

(recall that Λ 2
min(Σ1,1(S)) is the smallest eigenvalue of the Gram matrix correspond-

ing to the variables in S). In other words, choosing β 0 as target instead of β ∗ does
in our approach not lead to an improvement in the bounds for ‖β̂ −β 0‖2. See also
Problem 6.4 for related derivations.

7.8.6 Imposing beta-min conditions

Let us have a closer look at what conditions on the size of the coefficients can bring
us. We only discuss the adaptive Lasso (thresholding again giving similar results,
see also Zhou (2010)).

We define
|β ∗|min := min

j∈S∗
|β ∗j |.

Moreover, we let

|β ∗|2harm :=
(

1
s∗

∑
j∈S∗

1
|β ∗j |2

)−1

be the harmonic mean of the squared coefficients.

Note that |β ∗|harm ≥ |β ∗|min. In words: assuming that the non-zero coefficients are
all sufficiently large is more severe than assuming they are sufficiently large “on
average”.

Condition C For the adaptive Lasso, take λadap sufficiently large, such that

|β ∗|harm = Osuff(λadap).

Condition CC For the adaptive Lasso, take λadap sufficiently large, but such that

|β ∗|harm �suff λadap.



7.8 The adaptive Lasso and thresholding: invoking sparse eigenvalues 217

Lemma 7.4. Suppose that for some constant δ
upper
∞ , on T ,

‖β̂init−β
∗‖∞ ≤ δ

upper
∞ .

Assume in addition that
|β ∗|min > 2δ

upper
∞ . (7.14)

Then under Condition C, on T ,

‖ f̂adap− f 0‖2
n =

[
1

φ 2
comp(6,S∗)

]
λ 2

adap

|β ∗|2harm
O(λ 2

inits∗),

and

‖β̂adap−β
∗‖1 =

[
1

φ 2
comp(6,S∗)

]
λadap

|β ∗|harm
O(λinits∗),

and

‖β̂adap−β
∗‖2 =

[
1

φ 2
min(6,S∗,2s∗)

]
λadap

|β ∗|harm
O(λinit

√
s∗),

and

|Ŝadap\S∗|=

(
s∗ ∨

[
Λ 2

max(s∗)
φ 2

comp(6,S∗)φ 4
min(6,S∗,2s∗)

]
O
(

λ 2
inits∗
|β ∗|2harm

))

∧
[

1
φ 2

comp(6,S∗)φ 4
min(6,S∗,2s∗)

]
O
(

λ 2
inits

2
∗

|β ∗|2harm

)
.

We show in Theorem 7.10 that the condition (7.14) on |β ∗|min can be relaxed (es-
sentially replacing |β ∗|min by |β ∗|harm).

It is clear that by Theorem 7.7, one may insert

δ∞ =

[ √
s∗

φ 2
comp(6,S∗)

∧ 1
φ 2

min(6,S∗,2s∗)

]
O(λinit

√
s∗). (7.15)

This can be improved under coherence conditions on the Gram matrix. To simplify
the exposition, we will not discuss such improvements in detail (see Lounici (2008)).

Under Condition CC, the bound for the prediction error and estimation error is again
the smallest. We moreover have the following corollary for the number of false
positives.

Corollary 7.8. Assume the conditions of Lemma 7.4 and (say)

λinit = O(|β ∗|harm),

then we have on T ,



218 7 Variable selection with the Lasso

|Ŝadap\S∗|=
[

Λ 2
max(s∗)

φ 2
comp(6,S∗)φ 4

min(6,S∗,2s∗)

]
O(s∗).

Moreover, when (say)
λinit
√

s∗
φ 2

comp(6,S∗)
= O(|β ∗|harm),

one can remove the maximal sparse eigenvalues in the bound for |Ŝ\S∗|: on T ,

|Ŝadap\S∗|=
[

φ 2
comp(6,S∗)

φ 4
min(6,S∗,2s∗)

]
O(s∗).

By assuming that |β ∗|harm is sufficiently large, that is,[
1

φcomp(6,S∗)φ 2
min(6,S∗,2s∗)

]
λinits∗ = Osuff(|β ∗|harm), (7.16)

one can bring |Ŝadap\S0| down to zero, i.e., no false positives (compare with Corol-
lary 7.9).

Thus, even if the design is strongly ill-posed with the φ ’s very small, the adaptive
Lasso behaves well in terms of false positives and prediction error if the regression
coefficients are sufficiently large (measured in terms of |β ∗|harm). The assumption
(7.16) corresponds to the bound (7.3) coming from the weighted irrepresentable
condition: we need a separation of order

√
s∗ between the weights inside the ac-

tive set and outside the active set. Indeed, modulo the φ ’s, outside the active set
the weights may be of order 1/(λinit

√
s∗) (see (7.15)), whereas assumption (7.16)

roughly says that the weights inside the active set are of order 1/(λinits∗). In this
sense, the results are sharp. See also Section 7.5.9 for a further discussion of “ideal”
weights.

7.9 The adaptive Lasso without invoking sparse eigenvalues

In this section, we refrain from using sparse eigenvalues. As a result, we have less
control of the prediction error of the thresholded or adaptive Lasso. In practice,
the tuning parameters are generally chosen by cross validation. With this in mind,
we again discuss choices of λadap which optimize bounds for the prediction error
(without having very explicit bounds for this prediction error): see Condition EE.
Thus, our choice of the tuning parameter λadap is in the spirit of Condition BB and
CC, but now without assuming sparse eigenvalues.

Our results depend on the variant of the minimal adaptive restricted eigenvalue

φ∗ := φvarmin(6,S∗,2s∗)
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which we generally think of as being not too small, i.e., 1/φ∗ = O(1). More-
over, to simplify the expressions, we do not distinguish between φcomp(6,S∗) and
φvarmin(6,S∗,2s∗) (i.e., we take the smaller value φ∗ := φvarmin(6,S∗,2s∗)). We also
keep throughout the assumption ‖ f ∗ − f 0‖2

n = O(λ 2
inits∗/φ 2

∗ ).

7.9.1 The condition on the tuning parameter

We define for δ > 0, the set of thresholded coefficients

Sδ
∗ := { j : |β ∗j |> δ}.

We let |β ∗|2trim be the trimmed harmonic mean

|β ∗|2trim :=
(

1
s∗

∑
|β ∗j |>2δ

upper
∞

1
|β ∗j |2

)−1

,

where δ
upper
∞ > 0 is to be specified (see Theorem 7.10 below). Recall that fS is de-

fined as the projection (in L2(Qn)) of f 0 on the linear space spanned by {ψ j} j∈S.

Condition EE Assume the following condition on the tuning parameter:

λ
2
adap �

(∥∥∥∥f
S4δ

upper
∞∗
− f 0

∥∥∥∥2

n
+

λ 2
inits∗
φ 2
∗

)
φ 2
∗ |β ∗|2trim
s∗λ 2

init
. (7.17)

7.9.2 The results

In the next theorem, result 3) contains the main ingredients of the present section.
Results 1) and 2) are recaptures, they were presented in Section 6.2.3 and Section
6.8, and also summarized in Section 7.7.

Theorem 7.10. Suppose that ‖ψ j‖n ≤ 1 for all j = 1, . . . , p. Let

T := {2|(ε,ψ j)n| ≤ λ0}.

Take λinit ≥ 2λ0. Then on T , the following statements hold.

1) There exists a bound δ
upper
init = O(λinit

√
s∗/φ∗) such that

‖ f̂init− f 0‖2
n ≤ δ

upper
init .
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2) For q ∈ {1,2,∞}, there exist bounds δ
upper
q satisfying

δ
upper
1 = O(λinits∗/φ

2
∗ ), δ

upper
2 = O(λinit

√
s∗/φ

2
∗ ), δ

upper
∞ = O(λinit

√
s∗/φ

2
∗ ),

such that
‖β̂init−β

∗‖q ≤ δ
upper
q , q ∈ {1,2,∞}.

3) Let δ
upper
2 and δ

upper
∞ be such bounds, satisfying δ

upper
∞ ≥ δ

upper
2 /

√
s∗, and δ

upper
2 =

O(λinit
√

s∗/φ 2
∗ ).

Suppose that λadap is chosen according to (7.17) in Condition EE. Then

‖ f̂adap− f 0‖2
n = O

(∥∥∥∥f
S4δ

upper
∞∗
− f 0

∥∥∥∥2

n
+

λ 2
inits∗
φ 2
∗

)
,

and

|Ŝadap\S∗|= O
(

λ 2
inits

2
∗

φ 6
∗ |β ∗|2trim

)
.

Theorem 7.10 is a reformulation of part of Theorem 7.11 in Section 7.12, which
contains the proof for the noisy case. According to Theorem 7.10, the larger the
trimmed harmonic mean |β ∗|2trim, the better the variable selection properties of the
adaptive Lasso are. A large value for δ

upper
∞ will make |β ∗|trim large, but on the other

hand can increase the bound for the prediction error ‖ f̂adap− f 0‖2
n.

Corollary 7.9. Assume the conditions of Theorem 7.10. Note that

|β ∗|trim ≥ 2δ
upper
∞ .

This implies that when we take δ
upper
∞ � λinit

√
s∗/φ 2

∗ , then

(λinit
√

s∗)/φ
2
∗ = O(|β ∗|trim),

and hence, with large probability,

|Ŝadap\S∗|= O(s∗/φ
2
∗ ).

If in fact
(λinits∗)/φ

3
∗ = O(|β ∗|trim), (7.18)

we get that with large probability

|Ŝadap\S∗|= O(1),

as in Corollary 7.8 of Subsection 7.8.6.

The bound we provide above for ‖ f̂adap− f 0‖2
n may be subject to improvement. In

fact, we shall show that the threshold δ
upper
∞ can be replaced by an “oracle” threshold
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which minimizes (for a given λadap) bounds for the prediction error (see (7.22)). The
choice of λadap we then advocate is the one which minimizes the prediction error
obtained with the oracle threshold. This refinement is more involved and therefore
postponed to Subsection 7.11.4 (for the noiseless case) and Section 7.12 (for the
noisy case).

Note that Theorem 7.10 allows for a large choice of δ
upper
∞ , larger than a tight bound

for ‖β̂init−β ∗‖∞. However, with such a large choice, the choice (7.17) for the tun-
ing parameter is also much too large. Thus, a too large threshold will not reflect
in any way a choice for λadap yielding - given the procedure - an optimal pre-
diction error, or mimic a cross validation choice for λadap. We always may take
δ

upper
∞ = O(λinit

√
s∗/φ 2

∗ ). Under incoherence conditions, one may prove that one
can take δ

upper
∞ as small as δ

upper
∞ = constant×λinit, where the constant depends on

the incoherence conditions (see Lounici (2008)).

7.10 Some concluding remarks

Estimating the support of the non-zero coefficients is a hard statistical problem.
The irrepresentable condition, which is essentially a necessary condition for exact
recovery of the non-zero coefficients by the one step Lasso, is much too restric-
tive in many cases. Our main focus is therefore on having O(s∗) false positives
while achieving good prediction. This is inspired by the behavior of the “ideal”
`0-penalized estimator. As noted in Section 7.7, such a viewpoint describes the per-
formance of variable selection in settings where some of the regression coefficients
may be smaller than the detection limit.

When using cross validation, the best one can expect is a choice of the tuning pa-
rameters that reflects the optimal prediction error of the procedure. We have exam-
ined thresholding with least squares refitting and the adaptive Lasso, optimizing the
bounds on the prediction error for choosing the tuning parameters. According to
our theory (and for simplicity not exploiting the fact that the adaptive Lasso mimics
thresholding and refitting using an “oracle” threshold), the two methods are compa-
rable.

The adaptive Lasso with cross validation does fitting and variable selection in one
single standard algorithm. It follows from Section 2.12 that the solution path for all
λadap can be derived with O(n|Sinit|min(n, |Sinit|)) essential operation counts. The
tuning parameter λadap is then chosen based on the performance in the validation
sets. Cross validation for thresholding and refitting amounts to removing, for each
k, the k smallest estimated initial coefficients |β̂init, j|, and evaluating the least squares
solution based on the remaining variables on the validation sets. Therefore, the two
methods are also computationally comparable.
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7.11 Technical complements for the noiseless case without sparse
eigenvalues

We return to the noiseless setting as considered in Section 7.5. Our purpose here is to
provide the arguments for the results, presented in Subsection 7.9.2, for the adaptive
Lasso, without assuming sparse eigenvalues. The section can be considered as a
proofs section and can be safely skipped.

S := argmin f= fβS
‖ fβS− f 0 0

linear space spanned by the variables {ψ j} j∈S. The coefficients of fS are denoted by
bS, i.e.,

fS = ∑
j∈S

ψ jbS
j = fbS .

We fix the set S∗ as

S∗ := arg min
S⊂S0

{
‖fS− f 0‖2 +

3λ 2
init|S|

φ 2

}
, (7.19)

where the constants are now from Lemma 7.6. We call f ∗ := fS∗ the oracle, and S∗
the oracle active set with cardinality s∗ := |S∗|, and we let β ∗ := bS∗ .

For simplicity, we assume throughout that

‖ f ∗ − f 0‖2 = O(λ 2
inits∗/φ

2
∗ ),

where
φ∗ := φvarmin(2,S∗,2s∗).

Define
δinit := ‖ finit− f ∗‖.

For q≥ 1, we define
δq := ‖βinit−β

∗‖q.

To avoid too many details, we use here the restricted eigenvalue φvarmin(2,S∗,2s∗)
instead of φ 2

comp(2,S∗).

7.11.1 Prediction error for the noiseless (weighted) Lasso

Let L > 0 be some constant.

Lemma 7.5. For all S satisfying ‖wS‖2/wmin
Sc ≤ L

√
|S|, and all β , we have

Recall that f

min(2,S, |S|)

on the |S|-dimensional‖ is the projection of f



7.11 Technical complements for the noiseless case without sparse eigenvalues 223

‖ fweight− f 0‖2 +λinitλweight ∑
j/∈S

w j|βweight, j|

≤ 2‖ fβS − f 0‖2 +
6λ 2

initλ
2
weight

φ 2
min(2L,S, |S|)

‖wS‖2
2,

and
λinitλweight‖wS‖2‖(βweight)S−βS‖2 +λinitλweight ∑

j/∈S
w j|βweight, j|

≤ 3‖ fβS − f 0‖2 +
3λ 2

initλ
2
weight

φ 2
min(2L,S, |S|)

‖wS‖2
2.

A guided proof is given in Problem 7.10. (Recall that for N = |S|, it holds that
φmin(2L,S,N) = φadap(2L,S, |N|).)

Lemma 7.6. Let

δ
2
∗ := ‖ f ∗ − f 0‖2 +

3λ 2
inits∗
φ 2
∗

.

We have

δ
2
init +λinit‖(βinit)Sc∗‖1 ≤ 2‖ f ∗ − f 0‖2 +

6λ 2
inits∗

φmin(2,S∗,s∗)
≤ 2δ

2
∗ .

Moreover

δ1 ≤ 3‖ f ∗ − f 0‖2/λinit +
3λinits∗

φ 2
min(2,S∗,s∗)

≤ 3δ
2
∗ /λinit,

and
δ2 ≤ 6δ

2
∗ /(λinit

√
s∗).

This result follows from Lemma 7.5, and Lemma 6.9. We present some hints in
Problem 7.11. (For the prediction and `1-error, the minimal restricted eigenvalue
may in fact be replaced by the compatibility constant.)

We thus conclude that
δ

2
init = O(λ 2

inits∗/φ
2
∗ ),

and
δ1 = O(λinits∗/φ

2
∗ ), δ2 = O(λinit

√
s∗/φ

2
∗ ).

But then also
δ∞ = O(δ2) = O(λinit

√
s∗/φ

2
∗ ).
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7.11.2 The number of false positives of the noiseless (weighted)
Lasso

The KKT conditions can be invoked to derive the next lemma. Set

‖(1/w)S‖2
2 := ∑

j∈S

1
w2

j
.

Lemma 7.7. Suppose ‖ψ j‖ ≤ 1 for all j = 1, . . . , p. We have

|Sweight\S∗| ≤ 4
‖ fweight− f 0‖2

λ 2
weight

‖(1/w)Sweight\S∗‖
2
2

λ 2
init

∧2Λmax
‖ fweight− f 0‖

λweight

‖(1/w)Sweight\S∗‖2

λinit
.

Proof of Lemma 7.7. By the weighted KKT conditions (see Subsection 7.5.2), for
all j

2(ψ j, fweight− f 0) =−λinitλweightw jτweight, j.

Hence,
∑

j∈Sweight\S∗
4|(ψ j, fweight− f 0)|2 ≥ λ

2
initλ

2
weight‖wSweight\S∗‖

2
2

≥ λ
2
initλ

2
weight|Sweight\S∗|2/‖(1/w)Sweight\S∗‖

2
2.

On the other hand

∑
j∈Sweight\S∗

|(ψ j, fweight− f 0)|2 ≤Λ
2
max(Σ1,1(Sweight\S∗))‖ fweight− f 0‖2.

Clearly,
Λ

2
max(Σ1,1(Sweight\S∗))≤Λ

2
max∧|Sweight\S∗|.

tu
Application of this result to the initial Lasso gives:

Corollary 7.10. Suppose that ‖ψ j‖ ≤ 1 for all j = 1, . . . , p. It holds that

|Sinit\S∗| ≤ 4Λ
2
max

δ 2
init

λ 2
init

.

Hence, the initial estimator has number of false positives

|Sinit\S∗|= Λ
2
maxO(s∗/φ

2
∗ ).
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This result is the noiseless version of Lemma 7.2. Recall that the eigenvalue Λ 2
max

can be quite large; it can even be almost as large as p (see Example 7.4 below).
Therefore, from the result of Corollary 7.10 one generally cannot deduce good vari-
able selection properties of the initial Lasso.

In the next example, Example 7.4, Σ satisfies the compatibility condition, but
Σ2,2(S∗) has largest eigenvalue of order p− s∗.

Example 7.4. Suppose that

Σ = (1−ρ)I +ρ(bbT ),

where 0< ρ < 1 and where b= (1,1, . . . ,1)T . Then Σ has smallest eigenvalue 1−ρ ,
so that we can take φ 2

∗ ≥ (1−ρ) (see also Problem 6.14). Problem 7.1 verifies that

Λ
2
max(Σ2,2(S∗))≥ (1−ρ)+ρ(p− s∗).

Problem 7.7 examines the situation further.

7.11.3 Thresholding the noiseless initial estimator

The adaptive Lasso inherits some of its properties from the initial Lasso. In addition,
we derive theory for the adaptive Lasso via the thresholded and refitted initial Lasso.

Let for δ > 0,
Sδ

init := { j : |βinit, j|> δ},

and
f δ
init := f(βinit)Sδ

init

= ∑
j∈Sδ

init

ψ jβinit, j.

Recall that fS is defined as the projection of f 0 on the linear space spanned by
{ψ j} j∈S. Thus fSδ

init
is the refitted estimator after thresholding at δ , whereas f δ

init is
using the thresholded coefficients without refitting.

The following lemma presents a bound for the prediction error of the thresholded
and refitted initial estimator. We stress that under sparse eigenvalue conditions, the
result of this lemma can be improved.

Lemma 7.8. We have
‖fSδ

init
− f 0‖ ≤ ‖ f δ

init− f 0‖,

and moreover,
‖fSδ

init
− f 0‖ ≤ ‖f

Sδ+δ∞∗
− f 0‖
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≤ ‖ f ∗ − f 0‖+Λmax(Σ1,1(S∗\Sδ∞+δ
∗ ))

√
|S∗\Sδ+δ∞∗ |(δ +δ∞).

Proof of Lemma 7.8. The first inequality is trivial, as the refitted version is the
projection of f 0 on the space spanned by the variables in Sδ

init, and f δ
init is in this

space.

For the second result, we note that if |βinit, j| ≤ δ , then |β ∗j | ≤ δ +δ∞. In other words

Sδ+δ∞
∗ ⊂ Sδ

init.

Hence
‖fSδ

init
− f 0‖ ≤ ‖f

Sδ+δ∞∗
− f 0‖.

Moreover,
‖ f ∗ − f(β ∗)

Sδ+δ∞∗
‖2 = (β ∗

S∗\Sδ+δ∞∗
)T

Σβ
∗
S∗\Sδ+δ∞∗

≤Λ
2
max(S∗\Sδ+δ∞

∗ )‖β ∗
S∗\Sδ+δ∞∗

‖2
2

≤Λ
2
max(Σ1,1(S∗\Sδ+δ∞

∗ ))|S∗\Sδ+δ∞
∗ |(δ +δ∞)

2.

But then
‖f

Sδ+δ∞∗
− f 0‖= min

β=β
Sδ+δ∞∗

‖ fβ − f 0‖

≤ ‖ f(β ∗)
Sδ+δ∞∗

− f 0‖ ≤ ‖ f ∗ − f 0‖+‖ f ∗ − f(β ∗)
Sδ+δ∞∗

‖

≤ ‖ f ∗ − f 0‖+Λmax(Σ1,1(S∗\Sδ+δ∞
∗ ))

√
|S∗\Sδ+δ∞∗ |(δ +δ∞).

tu
We know that ‖ f ∗ − f 0‖ = O(λinit

√
s∗/φ∗) and δ∞ = O(λinit

√
s∗/φ 2

∗ ). Therefore,
Lemma 7.8 with δ = 3δ∞ (which is the value that will be used in Corollary 7.11
ahead), gives

‖f
S3δ∞

init
− f 0‖ ≤ ‖f

S4δ∞∗
− f 0‖

= O(λinit
√

s∗/φ∗)+4Λmax(Σ1,1(S∗\S4δ∞
∗ ))

√
|S∗\S4δ∞∗ |δ∞

= O(λinit
√

s∗/φ∗)

(
1+Λmax(Σ1,1(S∗\S4δ∞

∗ ))

√
|S∗\S4δ∞∗ |/φ∗

)
. (7.20)

When |β ∗|min is larger than 4δ∞, we obviously have S∗\S4δ∞∗ = /0. In that case, the
prediction error after thresholding at 3δ∞ is still of the same order as the oracle
bound. Without this beta-min condition the situation is less clear. The prediction
error can then be worse than the oracle bound, and Lemma 7.8 does not tell us
whether it improves by taking the threshold δ small, say δ2/

√
s∗ ≤ δ < δ∞ (with

the lower bound for δ being inspired by the comment following Lemma 7.9).
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The number of false positives of the thresholded initial Lasso is examined in the
next lemma.

Lemma 7.9. The thresholded initial estimator has number of false positives

|Sδ
init\S∗| ≤

δ 2
2

δ 2 .

Proof of Lemma 7.9. We clearly have

δ
2|Sδ

init\S∗| ≤ ∑
j∈Sδ

init\S∗

|βinit, j|2 ≤ ‖βinit−β
∗‖2

2 ≤ δ
2
2 .

Whence the result. tu
If we take δ ≥ δ2/

√
s∗, we get from Lemma 7.9 that

|Sδ
init\S∗| ≤ s∗, (7.21)

i.e., then we have at most s∗ false positives after thresholding.

Clearly, the larger the threshold δ the smaller the number of false positives. On the
other hand, a large δ may result in a bad prediction error. According to Lemma 7.8,
the prediction error ‖fSδ

init
− f 0‖2 can be quite large for δ much larger than δ∞. With

δ in the range δ2/
√

s∗ ≤ δ ≤ 3δ∞, the prediction error is perhaps not very sensitive
to the exact value of δ . Looking ahead to the case with noise, cross validation should
moreover prefer a larger threshold due to the additional estimation error that occurs
if one keeps too many coefficients.

7.11.4 The noiseless adaptive Lasso

The adaptive Lasso has weights

w j = 1/|βinit, j|, j = 1, . . . , p.

Write

fadap := fβadap
, Sadap := { j : βadap, j 6= 0}, δadap := ‖ fadap− f 0‖.

Observe that the adaptive Lasso is somewhat more reluctant than thresholding and
refitting: the latter ruthlessly disregards all coefficients with |βinit, j| ≤ δ (i.e., these
coefficients get penalty ∞), and puts zero penalty on coefficients with |βinit, j| >
δ . The adaptive Lasso gives the coefficients with |βinit, j| ≤ δ a penalty of at least
λinit(λadap/δ ) and those with |βinit, j|> δ a penalty of at most λinit(λadap/δ ).
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Lemma 7.10. We have, for all δ ≥ δ2/
√

s∗,

δ
2
adap +λinitλadap ∑

j∈(Sδ
init)

c

|βadap, j|
|βinit, j|

≤ 2‖fSδ
init
− f 0‖2 +

6λ 2
init

φ 2
∗

λ
2
adap ∑

j∈Sδ
init

1
β 2

init, j
.

Proof of Lemma 7.10. This follows from applying Lemma 7.5, with L = 1. We only
have to show that

φmin(2,Sδ
init, |Sδ

init|)≥ φ∗.

Because (see (7.21)),
|Sδ

init\S∗| ≤ s∗,

indeed
φmin(2,Sδ

init, |Sδ
init|)≥ φmin(2,Sδ

init∪S∗, |Sδ
init∪S∗|)

≥ φvarmin(2,S∗,2s∗) = φ∗.

tu
The above lemma is an obstructed oracle inequality, where the oracle is restricted
to choose the index set as the set of variables that are left over after removing the
smallest |βinit, j|. If λadap is chosen small enough, one sees that the prediction er-
ror ‖fSδ

init
− f 0‖2 of the refitted thresholded initial estimator is not overruled by the

penalty term on the right hand side. This means that the prediction error of the adap-
tive Lasso is not of larger order than the prediction error of the refitted thresholded
initial Lasso. Note that we may take λadap ≥ δ , because for λadap < δ , the penalty
term in the bound of Lemma 7.10 is not larger than 6λ 2

inits∗/φ 2
∗ (see also Lemma

7.11), which - in order of magnitude - is the oracle bound (which cannot be im-
proved).

Lemma 7.10 leads to defining the “oracle” threshold as

δ
2
oracle := arg min

δ≥δ2/
√

s∗

‖fSδ
init
− f 0‖2 +

3λ 2
init

φ 2
∗

λ
2
adap ∑

j∈Sδ
init

1
β 2

init, j

 . (7.22)

This oracle has active set Sδoracle
init , with size |Sδoracle

init | = O(s∗). In what follows how-
ever, we will mainly choose δ = 3δ∞. Thus, our bounds are good when the oracle
threshold δoracle is not too different from 3δ∞. If in the range δ2/

√
s∗ ≤ δ ≤ 3δ∞

the prediction error ‖fSδ
init
− f 0‖ is roughly constant in δ , the oracle threshold will

at least be not much smaller than 3δ∞. When the oracle threshold is larger than this,
it is straightforward to reformulate the situation. We have omitted this to avoid too
many cases.
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Some further results for the prediction error δadap follow by inserting bounds for the
initial Lasso.

We now define the (squared) trimmed harmonic mean

|β ∗|2trim :=
(

1
s∗

∑
|β ∗j |>2δ∞

1
|β ∗j |2

)−1

. (7.23)

Lemma 7.11. It holds that

∑
j∈Sδ

init

1
β 2

init, j
≤ 1

δ 2

{∣∣∣∣{ j : δ −δ∞ < |β ∗j | ≤ 2δ∞}
∣∣∣∣+4δ

2s∗|β ∗|−2
trim

}
.

Moreover, for δ ≥ δ2/
√

s∗,

∑
j∈Sδ

init

1
β 2

init, j
≤ 2s∗

δ 2 .

Proof of Lemma 7.11. We use that if |βinit, j|> δ , then |β ∗j |> δ −δ∞. Moreover, if
|β ∗j |> 2δ∞, then |βinit, j| ≥ |β ∗j |/2. Hence,

∑
j∈Sδ

init

1
β 2

init, j
= ∑
|β j,init|>δ , |β ∗j |≤2δ∞

1
β 2

init, j
+ ∑
|βinit, j |>δ , |β ∗j |>2δ∞

1
β 2

init, j

≤ 1
δ 2


∣∣∣∣{ j : δ −δ∞ < |β ∗j | ≤ 2δ∞}

∣∣∣∣+4δ
2

∑
|β ∗j |>2δ∞

1
|β ∗j |2

 .

The second result follows from

∑
j∈Sδ

init

1
β 2

init, j
≤ 1

δ 2 |S
δ
init|,

and, invoking (7.21),
|Sδ

init| ≤ |Sδ
init\S∗|+ |S∗| ≤ 2s∗.

tu

Corollary 7.11. With the special choice δ = 3δ∞, we get

1
s∗

∑
j∈S3δ∞

init

1
β 2

init, j
≤ 4|β ∗|−2

trim.

Corollary 7.12. Using the bound of Lemma 7.11 in Lemma 7.10 gives that for all
δ ≥ δ2/

√
s∗,
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δ
2
adap ≤ 2‖fSδ

init
− f 0‖2

+
6λ 2

init
φ 2
∗

λ 2
adap

δ 2

{∣∣∣∣{ j : δ −δ∞ < |β ∗j | ≤ 2δ∞}
∣∣∣∣+4δ

2s∗|β ∗|−2
trim

}
.

If δ2/
√

s∗ ≤ 3δ∞, we may choose δ = 3δ∞ to find

δ
2
adap ≤ 2‖f

S3δ∞
init
− f 0‖2 +

24λ 2
init

φ 2
∗

λ
2
adaps∗|β ∗|−2

trim. (7.24)

According to Lemma 7.8,

‖f
S3δ∞

init
− f 0‖ ≤ ‖f

S4δ∞∗
− f 0‖

= O(λinit
√

s∗/φ∗)

(
1+Λmax(Σ1,1(S∗\S4δ∞

∗ ))

√
|S∗\S4δ∞∗ |δ∞

)
.

Inserting these yields

δ
2
adap ≤ 2‖f

S4δ∞∗
− f 0‖2 +

24λ 2
init

φ 2
∗

λ
2
adaps∗|β ∗|−2

trim

= O
(

λ 2
inits∗
φ 2
∗

)(
1+Λ

2
max(Σ1,1(S∗\S4δ∞

∗ ))|S∗\S4δ∞
∗ |δ 2

∞

)
+

24λ 2
init

φ 2
∗

λ
2
adaps∗|β ∗|−2

trim. (7.25)

We proceed by considering the number of false positives of the adaptive Lasso.

Lemma 7.12. Suppose that ‖ψ j‖ ≤ 1 for all j = 1, . . . , p. We have

|Sadap\S∗| ≤ 4
δ 2

adap

λ 2
adap

δ 2
2

λ 2
init
∧2Λmax

δadap

λadap

δ2

λinit

∧2
δadap

λadap

δ1

λinit
.

Proof of Lemma 7.12. This is a special case of Lemma 7.7, where we use the
inequality

|Sadap\S∗|2 =
(

∑
j∈Sadap\S∗

|βadap, j|−1|βadap, j|
)2

≤ ∑
j∈Sadap\S∗

|βadap, j|−2
∑

j∈Sadap\S∗
|βadap, j|2.

Alternatively, one may apply



7.11 Technical complements for the noiseless case without sparse eigenvalues 231

|Sadap\S∗|= ∑
j∈Sadap\S∗

|βadap, j|−2/3|βadap, j|2/3

≤
(

∑
j∈Sadap\S∗

|βadap, j|−2
)1/3(

∑
j∈Sadap\S∗

|βadap, j|
)2/3

.

Hence
∑

j∈Sadap\S∗
|βadap, j|−2 ≥ |Sadap\S∗|3δ

2
1 .

One then finds, by the same arguments as in Lemma 7.7,

4δ
2
adapΛmax(Sadap\S∗)≥ λ

2
initλ

2
adap|Sadap\S∗|3δ

2
1 .

This gives

|Sadap\S∗| ≤ 2
δadap

λadap

δ1

λinit
.

tu
We will choose λadap ≥ 3δ∞ in such a way that that the prediction error and the
penalty term in (7.24) are balanced, so that

δ 2
adap

λ 2
adap

= O
(

s∗λ 2
init

φ 2
∗ |β ∗|2trim

)
. (7.26)

Let us put the consequences of this choice in a corollary, summarizing the main
results for the noiseless adaptive Lasso.

Corollary 7.13. We assume the normalization ‖ψ j‖≤ 1 for all j and take the choice
for λadap given by (7.26).

a) It then holds that

|Sadap\S∗|= O
(

λ 2
inits

2
∗

φ 4
∗
|β ∗|−2

trim∧Λmax
λinits∗

φ 2
∗
|β ∗|−1

trim

)
.

- When λ 2
inits∗|β ∗|

−2
trim/φ 2

∗ = O(1), we get |Sadap\S∗|= O(s∗/φ 2
∗ ).

- When also Λmax = O(1), we get |Sadap\S∗|= O(
√

s∗/φ∗).

- With λ 2
inits

2
∗|β ∗|−2

trim/φ 4
∗ = O(1), we get |Sadap\S∗| = O(1) (or even

|Sadap\S∗| = 0 if the constants are small enough). This corresponds with the bound
of Corollary 7.5, equation (7.3), implying the weighted irrepresentable condition
defined in Subsection 7.5.1, a bound which, according to Example 7.3, cannot be
improved.

b) We know that δ∞ = O(δ2) = O(λinit
√

s∗/φ 2
∗ ). Suppose now that this cannot be

improved, i.e., that
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δ∞ � λinit
√

s∗/φ
2
∗ .

Then we get as above

|β ∗|−2
trim = O

(
φ 4
∗

λ 2
inits∗

)
.

Hence, when the convergence in sup-norm is slow, we can get relatively few false
positives, but possibly a not-so-good prediction error. When δ∞ ≥ δ2/

√
s∗ is small,

the bound
|β ∗|−2

trim ≤
1
s∗

∑
|β ∗j |>δ2/

√
s∗

1
|β ∗j |2

may be appropriate. Assuming this to be O(φ 4
∗ /(λ

2
inits∗)) amounts to assuming that

“on average”, the coefficients β ∗j are “not too small”. For example, it is allowed
that O(1) coefficients are as small as λinit/φ 2

∗ .

c) Suppose now that

|β ∗|min := min
j∈S∗
|β ∗j | ≥ λinit

√
s∗/φ

2
∗ .

Then again
|β ∗|2trim ≥ λ

2
inits∗/φ

4
∗ .

With this (or larger) values for |β ∗|min, we also see that the refitted thresholded
estimator f3δ∞

Sinit
has prediction error O(δ 2

init) = O(λ 2
inits∗/φ 2

∗ ). If

|β ∗|min ≥ λinits∗/φ
3
∗ ,

we in fact only have O(1) false positives.

d) More generally, in view of Lemma 7.8, the prediction error of the adaptive Lasso
can be bounded by

δ
2
adap = O

(
λ 2

inits0

φ 2
∗

)(
1+Λ

2
max(Σ1,1(S∗\S4δ∞

∗ ))|S∗\S4δ∞
∗ |δ 2

∞

)
.

(This can be improved under sparse eigenvalue conditions.)

7.12 Technical complements for the noisy case without sparse
eigenvalues

This section provides the proof of Theorem 7.10.

Consider an n-dimensional vector of observations

Y = f 0 + ε,
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and the weighted (noisy) Lasso

β̂weight = argmin
β

{
‖Y− fβ‖2

n +λinitλweight

p

∑
j=1

w j|β j|
}
. (7.27)

Here, f 0, the dictionary {ψ j}, and fβ := ∑ψ jβ j are now considered as vectors in
Rn. The norm we use is the normalized Euclidean norm

‖ f‖ := ‖ f‖n := ‖ f‖2/
√

n : f ∈ Rn,

induced by the inner product

( f , f̃ )n :=
1
n

n

∑
i=1

fi f̃i, f , f̃ ∈ Rn.

We define the projections fS, in the same way as in the previous section. The `0-
sparse projection f ∗ = fS∗ = ∑ j∈S∗ ψ jβ

∗
j , is now defined with a larger constant (7

instead of 3) in front of the penalty term, and a larger constant (L = 6 instead of
L = 2) of the (minimal) adaptive restricted eigenvalue condition:

S∗ := arg min
S⊂S0

{
‖fS− f 0‖2

n +
7λ 2

init|S|
φ 2

min(6,S, |S|)

}
.

We also change the constant φ∗ accordingly:

φ∗ := φvarmin(6,S∗,2s∗).

Let
f̂weight := f

β̂weight
, Ŝweight := { j : β̂weight, j 6= 0}.

We define the estimators f̂init and f̂adap as in Section 7.6, with active sets Ŝinit and
Ŝadap. The unpenalized least squares estimator using the variables in S is

f̂S = fb̂S := arg min
f= fβS

‖Y− fβS‖n.

We define for δ > 0,

Ŝδ
init := { j : |β̂ j,init|> δ}, Sδ

∗ := { j : |β ∗j |> δ}.

The refitted version after thresholding, based on the data Y, is f̂Ŝδ
init

.

We let
δ̂init := ‖ f̂init− f 0‖n, δ̂adap := ‖ f̂adap− f 0‖n,

and moreover, for q≥ 1,
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δ̂q := ‖β̂init−β
∗‖q.

To handle the (random) noise, we define the set

T :=
{

max
1≤ j≤p

2|(ε,ψ j)n| ≤ λ0

}
,

where λ0 is chosen in such a way that

IP(T )≥ 1−α

where (1−α) is the confidence we want to achieve (see Lemma 6.2 for a value of
λ0 in the case of normally distributed errors).

The main point is now to take care that the tuning parameters are chosen in such
a way that the noisy part due to variables in Sc

∗ are overruled by the penalty term.
In our situation, this can be done by taking λinit ≥ 2λ0, and λadap large enough. A
lower bound for λadap depends on the behavior of the initial estimator (see Corollary
7.15). In Corollary 7.11, we let λadap depend on λinit, s∗ and φ∗, on a bound δ

upper
∞

for δ̂∞, on the prediction error of f
S4δ

upper
∞∗

, and on the trimmed harmonic mean of the

|β ∗j |2 defined in (7.23).

After presenting a result for the least squares estimator using only the variables
j with large enough |β̂init, j|, we give the noisy versions of Lemma 7.7 (the proof
is a straightforward adjustment of the noiseless case, see Problem 7.10). We then
present the corollaries for the noisy initial and noisy adaptive Lasso, as regards
prediction error and variable selection. These corollaries have “random” quantities
in the bounds. We end with a corollary containing the main result for the noisy
case, where the random bounds are replaced by fixed ones, and where we moreover
choose a more specific lower bound for λadap.

The least squares estimator f̂Ŝδ
init

using only variables in Ŝδ
init (i.e., the projection

of Y = f 0 + ε on the linear space spanned by {ψ j} j∈Ŝδ
init

) has similar prediction

properties as fŜδ
init

(the projection of f 0 on the same linear space). This is because,
as is shown in the next lemma, their difference is small.

Lemma 7.13. Suppose we are on T . Let δ ≥ δ̂2/
√

s∗. Then

‖f̂Ŝδ
init
− fŜδ

init
‖2

n ≤
2λ 2

0 s∗
φ 2
∗

.

Proof of Lemma 7.13. This follows from

‖f̂Ŝδ
init
− fŜδ

init
‖2

n ≤ 2(ε, f̂Ŝδ
init
− fŜδ

init
)n,

and
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2(ε, f̂Ŝδ
init
− fŜδ

init
)n ≤ λ0‖b̂Ŝδ

init −bŜδ
init‖1

≤
√

2s∗λ0‖b̂Ŝδ
init −bŜδ

init‖2 ≤
√

2s∗λ0‖f̂Ŝδ
init
− fŜδ

init
‖n/φ∗.

tu

Lemma 7.14. Suppose we are on T . Assume λinit ≥ 2λ0 and λweightwmin
Sc∗
≥ 1. We

have

|Ŝweight\S∗| ≤ 16
‖ f̂weight− f 0‖2

n

λ 2
weight

‖(1/w)Ŝweight\S∗‖
2
2

λ 2
init

∧4Λmax
‖ f̂weight− f 0‖n

λweight

‖(1/w)Ŝweight\S∗‖2

λinit
.

The proof is Problem 7.8.

Finally4, we present two corollaries, one recalling the prediction error of the initial
Lasso and describing a variable selection result, the other one regarding the predic-
tion error and variable selection of the adaptive Lasso. The consequences of these
two corollaries, presented in Theorem 7.11, give qualitatively the same conclusion
as in the noiseless case.

Corollary 7.14. Let

δ
2
min := ‖ f ∗ − f 0‖2

n +
7λ 2

init|S∗|
φ 2

min(6,S∗,2s∗)
.

Take λinit ≥ 2λnoise. We have on T ,

δ̂
2
init ≤ 2δ

2
min.

Moreover, on T ,
δ̂1 ≤ 5δ

2
min/λinit,

and
δ̂2 ≤ 10δ

2
min/(λinit

√
s∗).

Also, on T , and assuming ‖ψ j‖n ≤ 1 for all j,

|Ŝinit\S∗| ≤ 16Λ
2
max

δ̂ 2
init

λ 2
init

.

4 Of separate interest is a direct comparison of the noisy initial Lasso with the noisy `0-penalized
estimator. Replacing f 0 by Y in Lemma 7.6 gives

‖Y− f̂init‖2
n ≤ 2min

S

{
‖Y− f̂S‖2

n +
3λ 2

init|S|
φ 2

min(2,S, |S|)

}
.
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Corollary 7.15. Suppose we are on T . Take λinit ≥ 2λ0 and δ ≥ δ̂2/
√

s∗. Let

λ
2
adap ∑

j∈Ŝδ
init

1

β̂ 2
init, j

≥ |Ŝδ
init|.

The prediction error of the adaptive Lasso then follows from applying Lemma 6.12.
We obtain

δ̂
2
adap +

1
2

λinitλadap ∑
j/∈Ŝδ

init

|β̂adap, j|
|β̂init, j|

≤ 2‖fŜδ
init
− f 0‖2

n +
14λ 2

init
φ 2
∗

λ
2
adap ∑

j∈Ŝδ
init

1

β̂ 2
init, j

.

If moreover ‖ψ j‖n ≤ 1 for all j and

λadap ≥ ‖(β̂init)Sc∗‖∞,

then

|Ŝadap\S∗| ≤ 16
δ̂ 2

adap

λ 2
adap

δ̂ 2
2

λ 2
init
∧4Λmax

δ̂adap

λadap

δ̂2

λinit
.

The randomness in the bounds for the adaptive Lasso can be easily handled invoking
fixed bounds δ

upper
2 ≥ δ̂2 and δ

upper
∞ ≥ δ̂∞, that are assumed to hold on T . We recall

the notation

|β ∗|2trim :=

 1
s∗

∑
|β ∗j |>2δ

upper
∞

1
|β ∗j |2

−1

.

The special case δ = 3δ
upper
∞ then gives

Theorem 7.11. Let δ 2
∗ := ‖ f ∗ − f 0‖2

n +7λ 2
inits∗/φ 2

∗ . Let

δ
upper
2 :=

10δ 2
∗

λinit
√

s∗
.

Suppose we are on T , and that ‖ψ j‖n ≤ 1 for all j. Suppose δ̂∞ ≤ δ
upper
∞ , where

3δ
upper
∞ ≥ δ

upper
2 /

√
s∗. Let λinit ≥ 2λnoise and λadap ≥ 3δ

upper
∞ . Then

δ̂
2
adap ≤ 2

∥∥∥∥f
S4δ

upper
∞∗
− f 0

∥∥∥∥2

n
+

56λ 2
initλ

2
adaps∗

φ 2
∗ |β ∗|2trim

.

The choice

λ
2
adap = 9

(∥∥∥∥f
S4δ

upper
∞∗
− f 0

∥∥∥∥2

n
+

λ 2
inits∗
φ 2
∗

)
φ 2
∗ |β ∗|2trim
4λ 2

inits∗
,

indeed has
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λ
2
adap ≥ s2

∗|β ∗|2trim ≥ (3δ
upper
∞ )2.

With this choice, we find

δ̂
2
adap ≤ 128

{∥∥∥∥f
S4δ

upper
∞∗
− f 0

∥∥∥∥2

n
+λ

2
inits∗φ

2
∗

}
,

and

|Ŝadap\S∗| ≤
(32M)2λ 2

inits∗
φ 6
∗ |β ∗|2trim

s∗ ∧Λmax
32M
√

s∗λinit

φ 3
∗ |β ∗|trim

,

where

M :=
10δ 2

minφ 2
∗

λ 2
inits∗

.

The situation is simplified if we assume that the minimal coefficient

|β ∗|min := min
j∈S∗
|β ∗j |

is sufficiently large. For example, under the beta-min condition

|β ∗|min > 4δ
upper
∞ ,

thresholding at 4δ
upper
∞ will not increase the prediction error. The bound of Theorem

7.10 then coincides with the bound for δ̂ 2
init, namely

δ̂
2
adap = O(λ 2

inits∗/φ
2
∗ ).

The number of false positives is again O(s∗/φ 2
∗ ). If |β ∗|min is even larger, the pre-

diction error remains of the same order, but the number of false positives decreases,
and may even vanish.

7.13 Selection with concave penalties

Consider now the `r-“norm”

‖β‖r =

(
p

∑
j=1
|β j|r

)1/r

,

where 0 < r < 1. The estimator with `r-penalty, is

β̂ := argmin
β

{
1
n

n

∑
i=1

(
Yi− fβ (Xi)

)2
+λ

2−r‖β‖r
r

}
.
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Again, λ is a (properly chosen) regularization parameter. We let f̂ := f
β̂

.

We first recall the result of Lemma 6.15 for the prediction error.

Definition We say that the `r-compatibility condition is satisfied for the set S, with
constant φ`r(L,S)> 0, if for all β ∈ Rp, that satisfy ‖βSc‖r

r ≤ L‖βS‖r
r, it holds that

‖βS‖r
r ≤ ‖ fβ‖r

n|S|
2−r

2 /φ
r
`r
(L,S). (7.28)

In Section 6.11.1, we used the notation

φ
Σ̂ ,r(S) = φ`r(3,S),

i.e., we took L = 3 and explicitly expressed the dependence on the Gram matrix Σ̂ .
The latter was to incorporate possible approximations of Σ̂ . This can be done in the
present context as well. We omit the details.

Let Tr be the set

Tr :=

sup
β

∣∣2(ε, fβ )n
∣∣

‖ fβ‖
2(1−r)

2−r
n ‖β‖

r
2−r
r

≤ λ0

 ,

In Corollary 14.7, it is shown that, under general conditions, Tr has large probabil-
ity, for λ0 of order

√
log p/n.

Recall the projection fS = fbS , in L2(Qn), of f 0 on the linear space spanned by
{ψ j} j∈S:

fS := arg min
f= fβS

‖ f − f 0‖n.

Definition of the oracle We define the oracle as β ∗ := bS∗ , with

S∗ := arg min
S∈S

{
4‖fS− f 0‖2

n +12(9λ )2|S|2/φ

2r
2−r
`r

(3,S)
}
,

and set f ∗ := fβ ∗ , |S∗| := s∗ and φ∗ := φ`r(S∗).

To simplify the exposition, we assume the “estimation error” is the dominating term,
i.e., that

4‖ f ∗ − f 0‖2
n +

12(9λ )2s2
∗

φ

2r
2−r
∗ (S∗)

=

[
1

φ

2r
2−r
∗ (S∗)

]
O(λ 2s∗).

Let us restate Lemma 6.15 for the prediction error.

Lemma 7.15. Suppose λ 2−r ≥ 5λ
2−r
0 41−r. We then have on Tr,
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‖ f̂ − f 0‖2
n +λ

2−r‖β̂ −β
∗‖r

r =

[
1

φ

2r
2−r
∗ (S∗)

]
O(λ 2s∗).

For variable selection, we again invoke the KKT conditions. (Due the concavity of
the penalty, the KKT conditions do not characterize the solution).

KKT conditions We have for all β̂ j 6= 0,

2(Σ̂(β̂ −β
0)) j−2(ε,ψ j)n =−rλ

2−r|β̂ j|−(1−r)
τ̂ j.

Here
τ̂ jl{β̂ j 6= 0}= sign(β̂ j).

We will apply the following auxiliary result.

Lemma 7.16. For any index set S and vector β with nonzero coefficients in S, and
for all q≥ 1, we have

∑
j∈S
|β j|−2(1−r) ≥ |S|

q
q−1

(
∑
j∈S
|β j|2(1−r)(q−1)

)− 1
q−1

.

Proof. This follows from

|S|= ∑
j∈S
|β j|

2(1−r)(q−1)
q |β j|−

2(1−r)(q−1)
q

≤
(

∑
j∈S
|β j|−2(1−r)

) q−1
q
(

∑
j∈S
|β j|−2(1−r)(q−1)

) 1
q

,

where we applied Hölder’s inequality. tu
We now invoke similar arguments as in Lemma 7.7. The definition of the maximal
sparse eigenvalue Λ 2

max(N) can be found in Subsection 6.13.7.

|Ŝ\S∗|=
[

Λmax(s∗)
φ∗

] r
1−r

O(s∗)∧
[

1
φ∗

] r
1−r

O
(

s
1+ r

2(1−r)
∗

)
.

Thus, under sparse eigenvalue conditions, the concave penalty is capable of select-
ing the right order of magnitude of variables. If the sparse eigenvalues are very
large, we see that the `r-penalty may still select too many variables, but the number
of false positives gets close to O(s∗) as r→ 0.

j
1

2−r 4
1−r
2−r ∨1/(2r))λ0.

We have on Tr,
Lemma 7.17. Suppose ‖ψ ‖≤1 for all j= 1, . . . , p. Take λ ≥ (5
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Proof of Lemma 7.17. Throughout, we assume we are on Tr. On Tr, it holds for
all j that 2|(ε,ψ j)| ≤ λ0 (since ψ j = fβ , with βk = l{k = j}, k = 1, . . . , p). Consider
the set of estimated coefficients Ŝδ after thresholding at δ := λ . In view of Lemma

7.15, it holds that ‖β̂Sc∗‖r
r = O(λ rs∗)/φ

2r
2−r
∗ , and hence

|Ŝδ\S∗|= O(s∗)/φ

2r
2−r
∗ .

By the weighted KKT conditions for the `r-penalty, when j ∈ (Ŝ\Ŝδ )\S∗,

2|(ψ j, f̂ − f 0)n| ≤ rλ
2−r|β̂ j|−(1−r)/2,

where we use that rλ 2−r/δ 1−r = rλ ≥ 2λ0.

Hence,

∑
j∈(Ŝ\Ŝδ )\S∗

16r−2|(ψ j, f̂ − f 0)n|2 ≥ λ
2(2−r)

∑
j∈(Ŝ\Ŝδ )\S∗

|β̂ j|−2(1−r)

≥ λ
2(2−r)|(Ŝ\Ŝδ )\S∗|

q
q−1

(
∑

j∈Ŝ\S∗

|β̂ j|2(1−r)(q−1)
)− 1

q−1
,

where we used Lemma 7.16. On the other hand

∑
j∈(Ŝ\Ŝδ )\S∗

|(ψ j, f̂ − f 0)n|2 ≤Λ
2
max((Ŝ\Ŝδ )\S∗)‖ f̂ − f 0‖2

n.

It follows that

|(Ŝ\Ŝδ )\S∗|
1

q−1 ≤ 16r−2
λ
−2(2−r)C‖β̂Sc∗‖

2(1−r)
2(1−r)(q−1)‖ f̂ − f 0‖2

n

= 16r−2Cs∗

(‖β̂Sc∗‖
2(1−r)(q−1)
2(1−r)(q−1)

λ 2(1−r)(q−1)s∗

) 1
q−1 ‖ f̂ − f 0‖2

n

λ 2s∗
s

1
q−1
∗ ,

where

C :=
Λ 2

max(Σ1,1((Ŝ\Ŝδ )\S∗))
|(Ŝ\Ŝδ )\S∗|

.

Hence,
|(Ŝ\Ŝδ )\S∗|

≤ 16q−1r−2(q−1)
(

Cs∗

)q−1(‖β̂Sc∗‖
2(1−r)(q−1)
2(1−r)(q−1)

λ 2(1−r)(q−1)s∗

)(
‖ f̂ − f 0‖2

n

λ 2s∗

)q−1

s∗.

We now choose q−1 = r/(2(1− r)), which gives

|(Ŝ\Ŝδ )\S∗| ≤ 16
r

2(1−r) r−
r

(1−r)

(
Cs∗

) r
2(1−r)

(
‖β̂Sc∗‖r

r

λ rs∗

)(
‖ f̂ − f 0‖2

n

λ 2s∗

) r
2(1−r)

s∗.
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By Lemma 7.15,

‖β̂Sc∗‖
r
r =

[
1

φ

2r
2−r
∗

]
O(λ rs∗), ‖ f̂ − f 0‖2

n =

[
1

φ

2r
2−r
∗

]
O(λ rs∗).

Moreover, if |(Ŝ\Ŝδ )\S∗|> s∗, we know that

Cs∗ ≤ 2Λ
2
max(s∗).

Thus, then

|(Ŝ\Ŝδ )\S∗|=
[

Λ(s∗)
φ∗

] r
1−r

O(s∗).

We also know that C ≤ 1, so

|(Ŝ∩ Ŝc
δ
)\S∗|=

[
1

φ

r
1−r
∗

]
O(s

1+ r
2(1−r)

∗ ).

Finally note that
2r

2− r
≤ r

1− r
.

tu

Problems

7.1. Let
Σ := (1−ρ)I +ρ(bbT ),

where 0≤ ρ < 1 and b = (1, . . . ,1)T . Take

β = b/
√

p.

Then clearly ‖β‖2 = 1. Check that

β
T

Σβ = (1−ρ)+ρ p.

7.2. Here is an example where the compatibility condition holds for all L and S with
φcomp(L,S) ≥ 1/2, the irrepresentable condition does not hold for some S0 with
s0 := |S0| > 16, and the maximal eigenvalue Λ 2

max of Σ is at least 1
4 (p− s0). The

exercise consists in proving Lemmas 7.18, 7.19 and 7.20.

Let S0 = {1, . . . ,s0} be the active set, and suppose that

Σ :=
(

Σ1,1 Σ1,2
Σ2,1 Σ2,2

)
,
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where Σ1,1 := I is the (s0× s0)-identity matrix, and

Σ2,1 := ρ(b2bT
1 ),

with 0≤ ρ < 1, and with b1 an s0-vector and b2 a (p−s0)-vector, satisfying ‖b1‖2 =
‖b2‖2 = 1. Moreover, Σ2,2 is some (p− s0)× (p− s0)-matrix, with diag(Σ2,2) = I,
and with largest eigenvalue Λ 2

max(Σ2,2) and smallest eigenvalue Λ 2
min(Σ2,2).

Lemma 7.18. Suppose that ρ < Λ 2
min(Σ2,2). Then Σ is positive definite, with small-

est eigenvalue Λ 2
min ≥Λ 2

min(Σ2,2)−ρ .

It follows that the compatibility condition holds for any L and S, with φ 2
comp(L,S) =

Λ 2
min(Σ2,2)−ρ .

Next, we illustrate that for a particular choice of b1 and b2, and for ρ > 1/
√

s0, the
irrepresentable condition does not hold.

Lemma 7.19. Let b1 := (1,1, . . . ,1)T/
√

s0 and b2 := (1,0, . . . ,0)T . Then for τS0 :=
(1, . . . ,1)T , we have

‖Σ2,1Σ
−1
1,1 τS0‖∞ = ρ

√
s0.

We now give an example where Λ 2
max(Σ2,2) is huge, but Λ 2

min(Σ2,2) is harmless. We
take for some 0 < θ < 1,

Σ2,2 := (1−θ)I +θc2cT
2 , (7.29)

where c2 := (1, . . . ,1)T .

Lemma 7.20. With Σ2,2 given in (7.29), one has

Λ
2
min(Σ2,2) = (1−θ),

and
Λ

2
max(Σ2,2) = (1−θ)+θ(p− s0).

Corollary 7.16. Let

Σ :=



1 0 · · · 0 ρ/
√

s0 0 · · · 0
0 1 · · · 0 ρ/

√
s0 0 · · · 0

0 0
. . . 0

...
...

...
0 0 · · · 1 ρ/

√
s0 0 · · · 0

ρ/
√

s0 ρ/
√

s0 · · · ρ/
√

s0 1 θ · · · θ

0 0 · · · 0 θ 1 · · · θ
...

...
...

...
...

. . .
...

0 0 · · · 0 θ θ · · · 1


,
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where ρ = θ = 1/4. Then the compatibility condition holds for all L and S with
φcomp(L,S)≥ 1/2, the irrepresentable condition does not hold for s0 > 16, and the
maximal eigenvalue Λ 2

max of Σ is at least 1
4 (p− s0).

7.3. Consider Example 7.3. Check that

Σ
−1
1,1 (N ) =

1
ρ2s0−1

(
(ρ2s0−1)I−ρ2τS0τT

S0
ρτS0

ρτT
S0

ρ2s0

)
.

Hence

sup
‖(τT

S0
,τs0+1)‖∞≤1

∥∥∥∥Σ
−1
1,1 (N )

(
τS0

τs0+1

)∥∥∥∥
∞

= 1+1/(ρ2s0−1).

This can be large, e.g., when ρ2 = 1/s0 +1/s2
0 (recall that the irrepresentable con-

dition does not hold for ρ > 1/
√

s0). By Theorem 7.1, we conclude ‖βinit−β 0‖∞

can be large, which is of course completely due to the (s0 +1)-th variable.

7.4. In this example, we investigate the effect of adding a variable to the active set
on the irrepresentable condition. Consider S0 = {1, . . . ,s0} and N := S0∪{s0+1}.
Write Σ1,1 := Σ1,1(S0). Then

Σ1,1(N ) =

(
Σ1,1 a
aT 1

)
.

Verify by straightforward calculations

Σ
−1
1,1 (N ) =

(
B −Ba
−aT B 1

)
/(1−aT

Σ
−1
1,1 a),

where

B := (1−aT
Σ
−1
1,1 a)Σ−1

1,1 +Σ
−1
1,1 aaT

Σ
−1
1,1 = (Σ1,1−aaT )−1(1−aT

Σ
−1
1,1 a).

7.5. In this exercise, we investigate the irrepresentable condition in the noisy setup.
Let

Y = Xβ
0 + ε.

The active set is S0 = { j : β 0
j 6= 0} and the Lasso is

β̂ = argmin
β

{‖Y−Xβ‖2
2/n+λ‖β‖1}.

Define
T := { max

1≤ j≤p
2|εT X( j)|/n≤ λ0}.

Let Ŝ := { j : β̂ j 6= 0}. Show that the KKT conditions yield that on T , for j ∈ Ŝ\S0,
and λ > λ0,
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2(Σ̂(β̂ −β
0)) j =−(λ −λ0)τ̃ j,

where |τ̃ j| ≤ 1. Here Σ̂ := XT X/n. Show that the irrepresentable condition

sup
‖τS0‖∞≤1

‖Σ̂2,1(S0)Σ̂
−1
1,1 (S0)τS0‖∞ <

λ −λ0

λ +λ0
(7.30)

implies that Ŝ⊂ S0 on T , by arguing along the lines of the proof of Theorem 7.1.

7.6. We study the replacement of the Gram matrix Σ̂ in the irrepresentable condition
by some approximation Σ . Consider the situation of Problem 7.5. Suppose that for
some set TX and some λ̃X , one has on the set T ∩TX that

‖Σ̂ −Σ‖∞‖β̂init−β
0‖1 ≤ λ̃X .

Show that the condition

sup
‖τS0‖∞≤1

‖Σ2,1(S0)Σ
−1
1,1 (S0)τS0)‖∞ <

λinit− (λ0 + λ̃X )

λinit +(λ0 + λ̃X )

suffices for the initial Lasso to have no false positives on T ∩TX .
To appreciate this result, we remark the following. As we have seen (Theorem 7.7),
on T , and with λinit ≥ 2λ0, we have

‖β̂init−β
∗‖1 = O(λinits∗)/φ

2
comp(3,S∗)

(where φ 2
comp(3,S∗) = φ 2

comp,Σ̂
(3,S∗): see Section 6.12 for conditions for the replace-

ment by φcomp,Σ (3,S∗)). Suppose now that the approximation error ‖β ∗ −β 0‖1 is
also of this order (see also Problem 6.4). Then the Σ -irrepresentable condition has
slightly larger noise term λ0 + λ̃X (instead of λ0), but the additional λ̃X is of order
λinitλX/φ 2

comp(3,S∗), where λX = ‖Σ̂ −Σ‖∞. So we can use the Σ -irrepresentable
condition when the sparsity s∗ is of order s∗ = Osuff(λ

−1
X φ 2

comp(3,S∗)).

7.7. This exercise (van de Geer et al., 2010) illustrates that the Lasso can select
too many false positives, showing that the bound of Lemma 7.2 is sharp. We con-
sider, as in Problem 7.1, the case of equal correlation in an idealized setting. Let
P be a probability measure on X ×R with marginal distribution Q on X . We
study a function Y∈ L2(P) satisfying Y= f 0+ε , where f 0 =∑

p
j=1 β 0ψ j, and where

ψ1, . . . ,ψp are given functions in L2(Q). The Gram matrix is Σ :=
∫

ψT ψdQ, where
ψ := (ψ1, . . . ,ψp). The L2(P) inner product is denoted by (·, ·), and ‖ · ‖ is the
L2(P)-norm. We let

β̂init := argmin
β

{
‖Y−

p

∑
j=1

ψ jβ j‖2 +λinit‖β‖1

}
.
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To make our analysis more explicit, we throughout take λinit = 2λ0, where λ0 ≥
2max1≤ j≤p |(ε,ψ j)|.
Let b be a p-vector of all 1’s, and let

Σ := (1−ρ)I +ρbbT ,

where 0≤ ρ < 1.
(a) Show that for any set S with cardinality s

Λ
2
max(Σ1,1(S)) = 1−ρ +ρs.

Thus, in this example, the maximal eigenvalue Λ 2
max is equal to 1−ρ +ρ p ≥ ρ p,

i.e., it can be vary large.
(b) Verify moreover for any L (and for s and p even),

φ
2
varmin(L,S,2s) = φ

2(L,S,2s) = Λ
2
min(Σ1,1(S)) = 1−ρ.

Assume that

∆ :=
ρs0

1−ρ +ρs0
− λinit−λ0

λinit +λ0
> 0

(compare with (7.30)), and
2

2s0 +1
≤ ρ ≤ 1

2
.

Also assume that

2(ε,ψ j) =

{
−λ0 j ∈ S0
+λ0 j /∈ S0

.

The latter can be seen as the “worst case” correlation pattern. Some other and per-
haps more typical correlation patterns (that increase the penalty on the true positives
and decrease the penalty on the true negatives) will lead to similar conclusions but
more involved calculations.
We further simplify the situation by assuming that

β
0
j = β0, ∀ j ∈ S0,

where β0 is some positive constant. It is not difficult to see that the Lasso is then
constant on S0:

β̂ j,init = β̂0, ∀ j ∈ S0,

where β̂0 is some non-negative constant. Moreover,

β̂ j,init = γ̂, ∀ j /∈ S0,

where γ̂ is some other constant.
(b) Show that when

β0 >

(
λinit +λ0

2(1−ρ +ρs0)
+

ρ(p− s0)∆(λinit +λ0)

2(1−ρ)(1−ρ +ρ p)

)
,
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then

β̂0 = β0−
(

λinit +λ0

2(1−ρ +ρs0)
+

ρ(p− s0)∆(λinit +λ0)

2(1−ρ)(1−ρ +ρ p)

)
,

and

γ̂ =
∆(1−ρ +ρs0)(λinit +λ0)

2(1−ρ)(1−ρ +ρ p)
.

7.8. Prove Lemma 7.14, by combining the arguments of Lemma 7.7, with the idea
of Problem 7.5.

7.9. Apply Lemma 6.12 to the adaptive Lasso with the conservative variant (see
Section 7.6) for the choice of the weights. Does it improve the prediction error as
compared to the commonly used adaptive Lasso that we studied in Section 7.12 (see
Corollary 7.15)?

7.10. We give some guidelines for the proof of Lemma 7.5. First, check that

‖ fweight− f 0‖2 +λinitλweight

p

∑
j=1

w j|βweight, j| ≤ ‖ fβS − f 0‖2 +λinitλweight ∑
j∈S

w j|β j|.

Consider

Case i).
‖ fβS − f 0‖2 ≤ λinitλweight‖wS‖2‖(βweight)S−βS‖2,

and

Case ii)
‖ fβS − f 0‖2 > λinitλweight‖wS‖2‖(βweight)S−βS‖2.

Show that in Case i),

‖ fweight− f 0‖2 +λinitλweight‖wS‖2‖(βweight)S−βS‖2 +λinitλweight ∑
j/∈S

w j|βweight, j|

≤ 3λinitλweight‖wS‖2‖(βweight)S−βS‖2.

In Case ii), verify that

λinitλweight‖wS‖2‖(βweight)S−βS‖2 +λinitλweight ∑
j/∈S

w j|βweight, j|

< 3‖ fβS − f 0‖2.

7.11. In this exercise, we sketch the proof of Lemma 7.6. The first result is a special
case of Lemma 7.5, taking β = β ∗ and S = S∗. The second result then follows from
this lemma, as

‖βinit−β
∗‖1 ≤

√
s∗‖(βinit)S∗ −β

∗‖2 +‖(βinit)Sc∗‖1.



7.13 Selection with concave penalties 247

The third result follows from taking β = β ∗ and S = N in Lemma 7.5, where N
is the set S∗, complemented with the s∗ largest - in absolute value - coefficients
of (βinit)Sc∗ . Then ‖ fβN

− f 0‖ = ‖ f ∗ − f 0‖. Moreover φmin(2,N ,2s∗) ≤ φ∗. Thus,
from Lemma 7.5, we get

λinit
√

2s∗‖(βinit)N −β
∗
N ‖2 +λinit‖(βinit)N c‖1 ≤ 3‖ f ∗ − f 0‖2 +

6λ 2
inits∗
φ 2
∗

.

Moreover, as is shown in Lemma 6.9 (with original reference Candès and Tao
(2005), and Candès and Tao (2007)),

‖(βinit)N c‖2 ≤ ‖(βinit)Sc∗ −β
∗
Sc∗
‖1/
√

s∗ ≤
3‖ f ∗ − f 0‖2 +3λ 2

inits∗/φ 2
∗

λinit
√

s∗
.

Conclude that

‖βinit−β
∗‖2 ≤

6δ 2
∗

λinit
√

s∗
.



Chapter 8

Theory for `1/`2-penalty procedures

Abstract We study four procedures for regression models with group structure in
the parameter vector. The first two are for models with univariate response variable.
They are the so-called group Lasso (see Chapter 4), and the smoothed group Lasso
for the high-dimensional additive model (see Chapter 5). We also discuss multi-
variate extensions, namely for the linear model with time-varying coefficients, for
multivariate regression, and multitask learning.

8.1 Introduction

Let, for i = 1, . . . ,n, Yi be the response variable in the univariate case, and Yi,t =
Yi(t), t = 1, . . . ,T , be the response vector in the multivariate case. The covariables
are denoted as Xi = {X ( j)

i }
p
j=1, i = 1, . . . ,n (where the X ( j)

i may be vectors of, for
instance, dummy variables). The co-variables are considered as non-random (i.e.,
fixed design). The empirical measure of the co-variables is Qn := ∑

n
i=1 δXi , and ‖·‖n

is the L2(Qn)-norm.

The four models we consider are

Regression with group structure

Yi =
p

∑
j=1

( Tj

∑
t=1

X ( j)
i,t β

0
j,t

)
+ εi, i = 1, . . . ,n,

where the β 0
j := (β 0

j,1, . . . ,β
0
j,Tj

)T have the sparsity property β 0
j ≡ 0 for “most” j,

High-dimensional additive model

Yi =
p

∑
j=1

f 0
j (X

( j)
i )+ εi, i = 1, . . . ,n,

249
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where the f 0
j (X

( j)
i ) are (non-parametric) “smooth” functions, with sparsity property

f 0
j ≡ 0 for “most” j,

Linear model with time-varying coefficients

Yi(t) =
p

∑
j=1

X ( j)
i (t)β 0

j (t)+ εi(t), i = 1, . . . ,n, t = 1, . . . ,T,

where the coefficients β 0
j (·) are “smooth” functions, with the sparsity property β 0

j ≡
0 for “most” j ,

Multivariate linear model

Yi,t =
p

∑
j=1

X ( j)
i,t β

0
j,t + εi,t , , i = 1, . . . ,n, t = 1, . . . ,T,

with for β 0
j := (β 0

j,1, . . . ,β
0
j,T )

T , the sparsity property β 0
j ≡ 0 for “most” j.

To avoid digressions, we assume throughout that the errors {εi, i = 1, . . . ,n} and
{εi,t : t = 1, . . . ,T, i = 1, . . . ,n} are independent and N (0,1)-distributed, although
at the end of Section 8.6, we indicate that results can be generalized assuming only
bounded fourth moments for the errors.

The group Lasso was introduced by Yuan and Lin (2006). Oracle theory for small
groups was given in Meier et al. (2008), Bach (2008), Chesneau and Hebiri (2008)
and Nardi and Rinaldo (2008). With large groups, the standard group Lasso will
generally not have good prediction properties. Therefore, one needs to impose a
certain structure within groups. Such an approach has been considered by Meier
et al. (2009), Ravikumar et al. (2009a), Koltchinskii and Yuan (2008), Koltchin-
skii and Yuan (2010), and van de Geer (2010). We refer to this approach as the
smoothed group Lasso. For theoretical results for group Lasso as well as its mul-
tivariate extensions, see Lounici et al. (2009) and Lounici et al. (2010). In Meier
and Bühlmann (2007), the model with time-varying coefficients is estimated using
smoothing kernels.

8.2 Organization and notation of this chapter

For the four models, we use squared error loss, with an appropriate regularization
penalty that matches with the idea of sparsity in each particular case. We will prove
oracle inequalities in the same spirit as in Chapter 6, more precisely, Section 6.2.
Also bounds for the `1/`2-estimation error are derived, which can in turn be used to
prove screening properties (of the large coefficients or under beta-min conditions).
The ingredients of the proofs are the same as in Chapter 6: an argument to handle
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the random part of the problem, which we again call the empirical process part, and
a compatibility condition.

We note that the models listed above have their counterparts in the framework of
generalized linear models. Indeed, the results of this chapter can be extended, to
general error distributions, general (convex) loss functions and general design.

The organization of this chapter is as follows. The group Lasso is studied in Section
8.3. Section 8.4 considers the high-dimensional additive model. There, and also in
Section 8.5 which looks at the time-varying model, we partly postpone the handling
of the random part of the problem to Chapter 14. Section 8.6, which is on the mul-
tivariate model, closes the loop. Each section consists of a subsection introducing
the loss function and penalty, a subsection on the empirical process, a subsection
introducing the compatibility condition, and then reaches its main result. The com-
patibility condition in the middle two sections need some further explanation, which
is done in the last section of this chapter.

Here is some notation, applied throughout this chapter. We will use both notations
with sub-scripts and with arguments, i.e., β j,t = β j(t), X ( j)

i,t = X ( j)
i (t), εi,t = εi(t),

whichever is more convenient. For j = 1, . . . , p, t = 1, . . . ,Tj and i = 1, . . . ,n, the
β j,t , X ( j)

i,t and εi,t are real-valued. The vector β j is throughout the vector β j =

(β j,1, . . . ,β j,Tj)
T , j = 1, . . . , p. When Tj := T is the same for all j, we can also

consider the vector β (t) := (β1,t , . . . ,βp,t)
T , t = 1, . . . ,T . The vector β T will con-

tain all parameters β j,t . It is either the vector (β T
1 , . . . ,β T

p ) or its re-ordered version
(β (1)T , . . . ,β (T )T ).

For t = 1, . . . ,Tj, j = 1, . . . , p, we define

X( j)
t :=

X ( j)
1,t
...

X ( j)
n,t

 .

For j = 1, . . . , p, we let

X( j) := (X( j)
1 , . . . ,X( j)

Tj
) =


X ( j)

1,1 · · · X ( j)
1,Tj

...
...

X ( j)
n,1 · · · X ( j)

n,Tj

 ,

and
Σ̂
( j) := (X( j))T (X j))/n.

The diagonal elements of Σ̂ ( j) are denoted by σ̂2
j,t . When Tj := T for all j, we also

define, for t = 1, . . . ,T ,
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Xt := X(t) :=

X (1)
1,t · · · X (p)

1,t
...

...
X (1)

n,t · · · X (p)
n,t

 ,

Σ̂(t) := XT
t Xt/n, t = 1, . . . ,T.

To exploit sparsity structures, we need the notation, for an index set S⊂ {1, . . . , p},

β j,S := β jl{ j ∈ S}, j = 1, . . . , p.

The cardinality of S is denoted by s := |S|. The active set of a vector of coefficients
β is denoted by

Sβ := { j : β j ≡ 0},

with cardinality sβ := |Sβ |. We will consider various oracles β ∗, with active set
S∗ := Sβ ∗ , with cardinality s∗ = |S∗|.
Moreover, we define for t = 1, . . .Tj, and j = 1, . . . , p, the random quantities

Vj,t :=
1√
n

n

∑
i=1

εiX
( j)
i,t =

1√
n

ε
T X( j)

t

for the case of univariate response. For the case of multivariate response, where
Tj = T for all j, we define

Wj,t :=
1√
n

n

∑
i=1

εi,tX
( j)
i,t =

1√
n

ε
T
t X( j)

t , t = 1, . . . ,T, j = 1, . . . , p.

Note that, for each j = 1, . . . , p, both Vj,t and Wj,t are N (0, σ̂2
j,t)-distributed, that

Vj := (Vj,1, . . . ,Vj,Tj)
T is N (0, Σ̂ ( j))-distributed, whereas the collection {Wj,t}T

t=1
consists of T independent random variables.

We consider penalized loss of the form

Ln(β )+λpen(β ),

where Ln(·) is squared error loss, λ is a regularization parameter, and pen(·) is an
`1/`2-penalty, to be specified.

8.3 Regression with group structure

The results of this section are along the lines of Meier et al. (2008), and Chesneau
and Hebiri (2008).
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8.3.1 The loss function and penalty

Recall the model

Yi =
p

∑
j=1

X ( j)
i β

0
j + εi, i = 1, . . . ,n,

where X ( j)
i β j = ∑

Tj
t=1 X ( j)

i,t β j,t .

We can write the model in matrix notation

Y = Xβ
0 + ε,

with over-all design matrix

X := (X(1), . . . ,X(p)) = (X(1)
1 , . . . ,X(1)

T1
, . . . ,X(p)

1 , . . . ,X(p)
Tp

)

=


X (1)

1,1 · · · X (1)
1,T1

· · · X (p)
1,1 · · · X (p)

1,Tp

...
...

...
...

X (1)
n,1 · · · X (1)

n,T1
· · · X (p)

n,1 · · · X (p)
n,Tp

 ,

an n× pT̄ -matrix, with T̄ = ∑
p
j=1 Tj/p being the average group size.

The “truth” is now denoted as

EY := f0 = Xβ
0.

The loss function is
Ln(β ) := ‖Y−Xβ‖2

2/n

and the group Lasso penalty is

pen(β ) :=
p

∑
j=1

(
‖X( j)

β j‖2

)√
Tj/n,

see also Section 4.2.1.

Note that the penalty is invariant under within-group reparametrizations. Therefore,
without loss of generality, we assume Σ̂ ( j) = I, the (Tj×Tj)-identity matrix. Thus,
the penalty is

pen(β ) =
√

T̄‖β‖2,1,

where ‖β‖2,1 is the `1/`2-norm

‖β‖2,1 :=
p

∑
j=1
‖β j‖2

√
Tj/T̄ .

The group Lasso is
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β̂ := argmin
β

{
‖Y−Xβ‖2

2/n+λ

√
T̄‖β‖2,1

}
.

8.3.2 The empirical process

The empirical process is
νn(β ) := 2ε

T Xβ/n

= 2ε
T

p

∑
j=1

X( j)
β j/n =

2√
n

p

∑
j=1

V T
j β j,

with V T
j := εT X( j)/

√
n, j = 1, . . . , p. Because Σ̂ ( j) = I, the random variable ‖Vj‖2

2
has a chi-square distribution with Tj degrees of freedom. Let for some λ0 > 0 (see
Lemma 8.1 for a suitable value)

T :=
{

max
1≤ j≤p

4‖Vj‖2
2/Tj ≤ nλ

2
0

}
.

Define Tmin := min{Tj : j = 1, . . . , p}.

Lemma 8.1. Let, for j = 1, . . . , p, the random variables χ2
j be chi-square distributed

with Tj degrees of freedom. Then for all x > 0, and for

λ
2
0 :=

4
n

(
1+

√
4x+4log p

Tmin
+

4x+4log p
Tmin

)
,

we have

IP
(

max
1≤ j≤p

4χ
2
j /Tj ≥ nλ

2
0

)
≤ exp[−x].

Proof. By the inequality of Wallace (1959),

IP
(

χ
2
j ≥ Tj(1+a)

)
≤ exp

[
−

Tj

2

(
a− log(1+a)

)]
.

We now use that

a− log(1+a)≥ a2

2(1+a)
.

This gives

IP(χ2
j ≥ Tj(1+a))≤ exp

[
−

Tj

4

(
a2

1+a

)]
.

Insert
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a =

√
4x
Tj

+
4x
Tj

.

Then
a2

1+a
≥ 4x

Tj
,

so

IP

(
χ

2
j ≥ Tj

(
1+

√
4x
Tj

+
4x
Tj

))
≤ exp[−x].

Finally, apply the union bound. tu
We have the following bound for the random part:

|νn(β )| ≤
2√
n

p

∑
j=1
‖Vj‖2‖β j‖2

≤ 2√
n

max
1≤ j≤p

‖Vj‖2√
Tj

p

∑
j=1

√
Tj‖β j‖2

=
2√
n

max
1≤ j≤p

‖Vj‖2√
Tj

pen(β ).

Therefore, on the set T , it holds that

|νn(β )| ≤ λ0pen(β ).

This leads to a choice λ > λ0 for the regularization parameter, as then the penalty
overrules the random part.

8.3.3 The group Lasso compatibility condition

We let, for an index set S⊂ {1, . . . , p},

T̄S = ∑
j∈S

Tj/s,

be the average group size in the set S.

Definition The group Lasso compatibility condition holds for the index set S ⊂
{1, . . . , p}, with constant φ(S)> 0, if for all ‖βSc‖2,1 ≤ 3‖βS‖2,1, one has that

T̄‖βS‖2
2,1 ≤

(
‖Xβ‖2

2/n
)

T̄ss/φ
2(S).
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As the next lemma shows, the group Lasso compatibility condition is not more
restrictive than the adaptive restrictive eigenvalue condition.

Lemma 8.2. Let S ⊂ {1, . . . , p} be an index set, say, S = {1, . . . ,s}. Consider the
full index set corresponding to S:

Sfull := {(1,1), . . . ,(1,T1), . . . ,(s,1), . . . ,(s,Ts)},

with cardinality T̄Ss=∑
s
j=1 Tj. Assume the adaptive restrictive eigenvalue condition

holds, with constant φadap(3,Sfull, T̄Ss) (see Subsection 6.13.2 and, for an overview,
Subsection 6.13.7). Then the group Lasso compatibility condition holds for S, with
φ(S)≥ φadap(3,Sfull, T̄Ss).

Proof of Lemma 8.2. First we observe that

T̄‖βS‖2
2,1 =

(
∑
j∈S

√
Tj‖β j‖2

)2

≤ ∑
j∈S

Tj ∑
j∈S
‖β j‖2

2 = T̄Ss‖βSfull‖
2
2.

Suppose now that
‖βSc‖2,1 ≤ 3‖βS‖2,1.

Then

∑
j/∈S
‖β j‖1 ≤ ∑

j/∈S

√
Tj‖β j‖2 =

√
T̄‖βSc‖2,1 ≤ 3

√
T̄‖βS‖2,1 ≤ 3

√
T̄Ss‖βSfull‖2.

So by the adaptive restricted eigenvalue condition

‖βSfull‖
2
2 ≤

(
‖Xβ‖2

2/n
)
/φ

2
adap(3,Sfull, T̄Ss),

and hence

T̄‖βS‖2
2,1 ≤ T̄Ss‖βSfull‖

2
2 ≤

(
‖Xβ‖2

2/n
)

T̄Ss/φ
2
adap(3,Sfull, T̄ss).

tu

8.3.4 A group Lasso sparsity oracle inequality

Let S be a collection of index sets.

Definition of the oracle Assume the group Lasso compatibility condition for the
sets S in S . The oracle β ∗ is
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β
∗ = arg min

β : Sβ∈S

{
‖Xβ − f0‖2

2/n+
4λ 2T̄Sβ

sβ

φ 2(Sβ )

}
.

We define φ∗ = φ(Sβ ∗).

Theorem 8.1. Take the normalization Σ̂ ( j) = I for all j = 1, . . . , p. Consider the
group Lasso

β̂ = argmin
β

{
‖Y−Xβ‖2

2/n+λ

√
T̄‖β‖2,1

}
,

where
λ ≥ 4λ0,

with

λ0 =
2√
n

√
1+

√
4x+4log p

Tmin
+

4x+4log p
Tmin

.

Then with probability at least 1− exp[−x], we have

‖Xβ̂ − f0‖2
2/n+λ

√
T̄‖β̂ −β

∗‖2,1 ≤ 6‖Xβ
∗ − f0‖2

2/n+
24λ 2T̄S∗s∗

φ 2
∗

.

Comparing this result with the one of Theorem 6.2, we see that there is perhaps
little gain in the rate of convergence, i.e., it is essentially governed by the number
of nonzero coefficients T̄S∗s∗ = ∑ j∈S∗ Tj of the oracle, where T̄S∗s∗ is its full set of
active variables. Nevertheless, there may be a gain in the compatibility condition
(see also Lemma 8.2), i.e., the constant φ∗ in Theorem 8.1 may be smaller than its
counterpart in Theorem 6.2. Moreover, if the smallest group size Tmin is bigger than
(say) 2 log p and if we take x = log p (say), we get

λ0 ≤ 2
√

7/n,

i.e., we win a (log p)-term in the lower bound for the regularization parameter λ

(and the probability of the result is at least 1− 1/p). In Huang and Zhang (2010),
one can find a further discussion of the advantages of the group Lasso over the
Lasso.

Proof of Theorem 8.1. The result follows from the Basic Inequality

‖Xβ̂ − f0‖2
2/n+λ

√
T̄‖β̂‖2,1 ≤ νn(β̂ −β

∗)+λ

√
T̄‖β ∗‖2,1 +‖Xβ

∗ − f0‖2
2/n.

So on the set T ,
‖X(β̂ −β

∗)‖2
2/n+λ

√
T̄‖β̂‖2,1

≤ λ0
√

T̄‖β̂ −β
∗‖2,1 +λ

√
T̄‖β ∗‖2,1 +‖Xβ

∗ − f0‖2
2/n.

The rest of the proof is now exactly as the one of Theorem 6.2. tu.
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8.3.5 Extensions

The penalty may be extended to be of the form

pen(β ) =
p

∑
j=1
‖A jβ j‖2,

where A j is a given symmetric positive definite (Tj ×Tj)-matrix, j = 1, . . . , p, see
Section 4.5. In the previous subsection, we took AT

j A j = TjΣ̂
( j) for all j. The exten-

sion to other quadratic forms causes no additional theoretical complications, pro-
vided one can still handle the empirical process in terms of the new penalty.

We have

νn(β ) :=
2√
n

p

∑
j=1

V T
j β j

≤ 2√
n

max
1≤ j≤p

‖A−1
j Vj‖2pen(β ).

The set T is then to be chosen as

T := {4 max
1≤ j≤p

‖A−1
j Vj‖2

2 ≤ nλ
2
0 }.

To prove that the set T has large probability, we can invoke a straightforward ex-
tension of Lemma 8.1 to more general quadratic forms.

A convenient normalization is to suppose that for all j, trace(A−1
j Σ̂ ( j)A−1

j ) is con-
stant, say

trace(A−1
j Σ̂

( j)A−1
j ) = 1.

Then, for all j,
E‖A−1

j Vj‖2
2 = 1.

8.4 High-dimensional additive model

In this section, we discuss some results obtained in Meier et al. (2009), and van de
Geer (2010).

8.4.1 The loss function and penalty

The model is
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Yi =
p

∑
j=1

f 0
j (X

( j)
i )+ εi, i = 1, . . . ,n.

The functions f 0
j are defined on the space of the covariables X ( j)

i . We moreover
define f 0 := ∑

p
j=1 f 0

j . The functions f 0
j are assumed to be smooth, in the sense (see

Chapter 5) that there exists an expansion

f 0
j (X

( j)
i ) =

T

∑
t=1

b j,t(X
( j)
i )β 0

j,t ,

where the {b j,t(·)}T
t=1 are given base functions (feature mappings). We assume that

the number of base functions T is at most n, and, to simplify, that it is the same for
each group j. (The latter simplification poses little restrictions, as it will turn out that
the group size plays a less prominent role, due to the application of a smoothness
penalty.)

Writing
X ( j)

i,t := b j,t(X
( j)
i ), j = 1, . . . , p, t = 1, . . . ,T, i = 1, . . . ,n,

brings us back to the linear model of the previous subsection:

Yi =
p

∑
j=1

T

∑
t=1

X ( j)
i,t β

0
j,t + εi i = 1, . . . ,n,

which reads in matrix notation

Y = Xβ
0 + ε.

The difference with the previous subsection is that on top of the group structure,
there is also some further within-group structure. We translate the smoothness of
f 0

j in terms of bounds for some quadratic norm. For example, when considering the
Sobolev space of twice continuously differentiable functions, one may use a finite-
dimensional space of natural cubic splines, with some basis {b j,t}, and write the
squared Sobolev semi-norm

∫
| f ′′j |2 of a function f j = ∑t b j,tβ j,t as quadratic form

β T
j Wjβ j, with Wj a given matrix of weights, see Section 5.3.

Returning to the general situation, we let B j be some given matrix and we apply the
penalty

pen(β ) :=
p

∑
j=1
‖X j

β j‖2/
√

n+µ

p

∑
j=1
‖B jβ j‖2,

where µ is another smoothing parameter. The additional term µ ∑
p
j=1 ‖B jβ j‖2 rep-

resents the regularization to achieve smoothness within groups. The matrices B j will
for this reason be called smoothness matrices. Note also that we do not merge the
two norms into one. The latter gives the alternative penalty
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p

∑
j=1

√
‖X jβ j‖2

2/n+µ2‖B jβ j‖2
2

(see Section 5.4). This alternative penalty has some theoretical difficulties. We will
make a theoretical comparison of various penalties in Subsection 8.4.5.

Again, without loss of generality, we assume that Σ̂ ( j) = I. The penalty then be-
comes

pen(β ) =
p

∑
j=1
‖β j‖2 +µ

p

∑
j=1
‖B jβ j‖2

:= ‖β‖2,1 +µ‖Bβ‖2,1,

where B := (B1, . . . ,Bp).

We examine squared error loss

Ln(β ) := ‖Y−Xβ‖2
2/n.

The smoothed group Lasso is defined as

β̂ := argmin
β

{
‖Y−Xβ‖2

2/n+λ‖β‖2,1 +λ µ‖Bβ‖2,1

}
.

8.4.2 The empirical process

The empirical process is

νn(β ) = 2ε
T Xβ/n =

2√
n

p

∑
j=1

V T
j β j.

The behavior of the empirical process in terms of the penalty depends of course
heavily on the choice of the smoothness matrices B j, j = 1, . . . , p. One needs to
show that for some λ0 and µ0, the set

T :=
{
|νn(β )| ≤ λ0‖β‖2,1 +λ0µ0‖Bβ‖2,1, ∀ β

}
has large probability. We consider two cases: Sobolev smoothness (where we only
sketch the results) and diagonalized smoothness. Throughout, we assume that Σ̂ ( j) =
I for all j, i.e., that we have a normalized design.
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8.4.2.1 Sobolev smoothness

Here, we give a brief indication of the behavior of the empirical process when
‖B jβ j‖2 corresponds to the Sobolev semi-norm in the space of twice continuously
differentiable functions. More details can be found in Section 14.11.

When ‖B jβ j‖2
2 =

∫
| f ′′j,β j

|2, with f j,β j(·) = ∑b j,t(·)β j,t , it can be shown that for

normalized design, IP(T ) is large for λ0 = µ0 = O(log p/n)2/5. The idea to prove
this is that, for α = 3/4, the following result for the increments of the empirical
process holds: for n→ ∞,

sup
‖B jβ j‖2≤1

∣∣∣∣V T
j β j

∣∣∣∣
‖β j‖α

2
= OIP(1), ∀ j,

see Corollary 14.8. In fact, one can prove that the result holds uniformly in j at the
cost of a (log p)-factor:

max
1≤ j≤p

sup
‖B jβ j‖2≤1

∣∣∣∣V T
j β j

∣∣∣∣
‖β j‖α

2
= OIP(

√
log p).

This follows from the exponential bound in Corollary 14.6. So then

|νn(β )| ≤ OIP

(√
log p

n

)
p

∑
j=1
‖β j‖α

2 ‖B jβ j‖1−α

2 .

Using the inequality (which holds for any 0 < α < 1)

aα b1−α ≤ a+b, a,b≥ 0,

this leads to the choice

λ0 = O
(

log p
n

) 1
2(2−α)

, µ0 = O
(

log p
n

) 1
2(2−α)

.

So far, we formulated the results for the space of twice differentiable functions, with
α = 3/4. The results can be extended to spaces of m times differentiable functions.
In that case, one takes α = 1−1/(2m).

8.4.2.2 Diagonalized smoothness

We consider now a rather explicit description of “smoothness”, with as main pur-
pose to be able to provide a simple derivation of the behavior of the empirical pro-
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cess. This derivation is given in Lemma 8.4. It is based on Cauchy-Schwarz and
Hölder inequalities, and on the behavior of the maximum of a finite number of
Gaussian or chi-squared distributed random variables. The counterpart of Lemma
8.4, for Sobolev semi-norms as sketched above, is be based on entropy arguments
(see Section 14.11).

Consider the penalty

pen(β ) :=
p

∑
j=1

[
‖β j‖2 +µ‖Dβ j‖2

]
,

where µ is a regularization parameter, and

D := diag(d1,d2, . . .),

i.e.,
‖Dβ j‖2

2 = ∑
t

d2
t β

2
j,t , j = 1, . . . , p.

Moreover, we assume that dt is increasing in t, in fact, that

dt = tm,

for some m > 1/21.

We define

χ
2
j :=

T0

∑
t=1

V 2
j,t ,

where T0 ≤ T is a hidden truncation level. We take

T0 := bn
1

2m+1 c+1, (8.1)

tacitly assuming that T , the number of functions b j,t as t varies, is at least this
large. Note that, in the case of normalized design, for each j, the {Vj,t} are i.i.d.
N (0,1)-distributed, and hence that χ2

j is χ2
T0

-distributed. For the random quantities,
we derive bounds involving the following expressions (based on Lemmas 8.1 and
6.2). Let, for x > 0,

ν
2
0 :=

2x+2log(pT )
2m−1

,

and

ξ
2
0 := 1+

√
4x+4log p

n
1

2m+1
+

4x+4log p

n
1

2m+1
.

Take
λ

2
0 := 4n−1 +4n−

2m
m+1 ξ

2
0 ,

1 One may, loosely, think of the {b j,t}T
t=1 as eigenfunctions, and the {dt}T

t=1 as eigenvalues, for the
space of functions having m derivatives (say the Sobolev space { f j : [0,1]→ R,

∫
| f (m)

j |2 < ∞}).
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and
λ

2
0 µ

2
0 := 4n−

4m
2m+1 ν

2
0 .

We begin with a technical intermediate result, that we state here for later reference.

Lemma 8.3. For all j, it holds that

1√
n
|V T

j β j| ≤
(

χ j/
√

n
)
‖β j‖2

+

(
max

t
|Vj,t |

[
n(2m−1)T 2m−1

0

]−1/2)
‖Dβ j‖2. (8.2)

Proof. Apply the inequality of Cauchy-Schwarz and Hölder’s inequality, respec-
tively. This gives

1√
n
|V T

j β j| ≤ χ j

√√√√1
n

T0

∑
t=1

β 2
j,t +

1√
n

max
t
|Vj,t | ∑

t>T0

|β j,t |

≤
(

χ j/
√

n
)
‖β j‖2 +max

t
|Vj,t |

√
∑

t>T0

t−2m/n‖Dβ j‖2.

Moreover,

∑
t>T0

t−2m ≤
[
(2m−1)T 2m−1

0

]−1

.

tu

Lemma 8.4. Consider normalized design, that is Σ̂ j = I for all j. We have with
probability at least 1−3exp[−x], simultaneously ∀ β ,

|νn(β )| ≤ λ0

(
p

∑
j=1
‖β j‖2 +µ0

p

∑
j=1
‖Dβ j‖2

)
.

Proof. Remember that

νn(β ) =
2√
n

p

∑
j=1

V T
j β j.

The choice
T0 = bn

1
2m+1 c+1,

has n
1

2m+1 ≤ T0 ≤ 1+n
1

2m+1 and hence

T0

n
≤ n−1 +n−

2m
2m+1 ,
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and
1

nT 2m−1
0

≤ n−
4m

2m+1 .

So by Lemma 8.3

1√
n
|V T

j β j| ≤
(√

n−1 +n−
2m

2m+1 χ j/
√

T0

)
‖β j‖2

+

(
max

t
|Vj,t |n−

2m
2m+1 /

√
(2m−1)

)
‖Dβ j‖2.

The result now follows from Lemma 6.2 and Lemma 8.1 which show that with
probability at least 1−3exp[−x], it holds that

χ j/
√

T0 ≤ ξ0, max
t
|Vj,t | ≤ ν0

√
2m−1,∀ j, t.

tu

8.4.3 The smoothed Lasso compatibility condition

We consider functions

f j,β j(·) =
T

∑
t=1

b j,t(·)β j,t .

Without loss of generality, we may think of the Xi all in some common space X
and all f j,β j as being defined on this space X . We write

fβ :=
p

∑
j=1

f j,β j , β
T := (β T

1 , . . . ,β T
p ).

Let ‖ ·‖ be some norm on the set of real-valued functions on X . Write furthermore

pen2(β ) := µ‖Bβ‖2,1 = µ ∑
j
‖B jβ j‖2.

We assume that the L2(Qn)-norm ‖·‖n can be approximated by ‖·‖, in the following
sense:
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Definition The approximation condition holds for the additive model if there exists
an η ≥ 0 such that for all β , we have 2∣∣∣∣‖ fβ‖n−‖ fβ‖

∣∣∣∣
∑ j ‖ f j,β j‖+pen2(β )

≤ η .

An illustration of the approximation condition is given in Section 8.7

With this approximation condition, the compatibility condition can be formulated in
terms of ‖ · ‖ instead of ‖ · ‖n. Let us recall the advantage of being able to switch to
a different norm. In L2(Qn), any collection of more than n vectors will be linearly
dependent. With a different (Hilbert) norm, we may have linear independence, and
even reasonably large eigenvalues. We in fact only need to control (a lower bound
for) the compatibility constant (denoted by φ(S) below).

Definition The smoothed group Lasso compatibility condition holds for the set S,
with constant φ(S)> 0, if for all β with

∑
j/∈S
‖ f j,β j‖+pen2(β )/3≤ 5 ∑

j∈S
‖ f j,β j‖, (8.3)

it holds that
∑
j∈S
‖ f j,β j‖

2 ≤ ‖ fβ‖2/φ
2(S).

We note that the collection of f j,β j that satisfy (8.3) can neither be too non-
sparse (since ∑ j/∈S ‖ f j,β j‖ ≤ 5∑ j∈S ‖ f j,β j‖) nor too non-smooth (since pen2(β )/3≤
5∑ j∈S ‖ f j,β j‖). That is, we restrict the f j,β j substantially, which makes the compat-
ibility condition true for a relatively large number of situations.

8.4.4 A smoothed group Lasso sparsity oracle inequality

We define

pen1(β ) := ‖β‖2,1 = ∑
j
‖β j‖2, pen2(β ) := µ‖Bβ‖2,1 = µ ∑

j
‖B jβ j‖2,

and

2 Compare with Lemma 6.17. Its proof employs the following observation. Let ‖ fβ‖2
n := β T Σ̂β

and ‖ fβ‖2 := β T Σβ . Then |‖ fβ‖2
n −‖ fβ‖2| ≤ λ̃‖β‖2

1, where λ̃ := max j,k |σ̂ j,k −σ j,k|. So then∣∣∣∣‖ fβ‖n−‖ fβ‖
∣∣∣∣/‖β‖1 ≤

√
λ̃ := η .
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pen(β ) := pen1(β )+pen2(β ).

Let S be a collection of index sets.

Definition of the oracle Suppose the smoothed group Lasso compatibility condition
holds for all S in S . The oracle is

β
∗ := argmin

{
16λ 2|Sβ |
φ 2(Sβ )

+‖ fβ − f 0‖2
n +2pen2(β ) :

Sβ ∈S ,
√
|Sβ |η/φ(Sβ )≤ 1/16

}
.

Moreover, we let S∗ := Sβ ∗ , s∗ := |S∗|, φ∗ := φ(S∗), and f ∗ := fβ ∗ .

Observe that we minimize over a restricted set of β , tacitly assuming that this set is
not empty.

We are now ready to formulate an oracle inequality for the smoothed group Lasso.
Before doing so, we present the first steps of the proof, for later reference when
considering alternative penalties (Subsection 8.4.5).

Let T be the set

T := {2|εT Xβ |/n≤ λ0‖β‖2,1 +λ0µ0‖Bβ‖2,1, ∀ β}. (8.4)

By Lemma 8.4, in the case of diagonalized smoothness, with the values λ0 and µ0
defined there, the probability of T is large (for x large):

IP(T )≥ 1−3exp[−x].

This can be accomplished by taking

λ0 � n−
m

2m+1 ,µ0 � n−
m

2m+1
√

log(pn)

(using T ≤ n, and assuming that log p/n
1

2m+1 = O(1)). Such order of magnitude is
appropriate for more general smoothness semi-norms, with m being the smoothness,
e.g, the number of derivatives a function possesses.

Let us write as usual

f̂ :=
p

∑
j=1

f̂ j, f̂ j := f j,β̂ j
,

f ∗ :=
p

∑
j=1

f ∗j , f ∗j := f j,β ∗j
.

Recall the Basic Inequality

‖ f̂ − f 0‖2
n +λpen(β̂ )≤ 2(ε, f̂ − f ∗)n +λpen(β ∗)+‖ f ∗ − f 0‖2

n.

Hence, on T , when λ ≥ 4λ0 and λ µ ≥ 4λ0µ0,
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‖ f̂ − f 0‖2
n +λpen(β̂ )≤ λ

4
pen(β̂ −β

∗)+λpen(β ∗)+‖ f ∗ − f 0‖2
n. (8.5)

This inequality is the starting point of the proof of the next theorem. We remark that
hence, the specific form of the penalty is mainly used to make sure that the set T
has large probability, and that there are therefore many generalizations possible.

As a first step, we present a straightforward consequence of (8.5), which relies on
the fact that pen(β ) = pen1(β )+pen2(β ). One easily checks that

4‖ f̂ − f 0‖2
n +3λpen(β̂Sc∗)+3λpen2(β̂S∗ −β

∗
S∗)

≤ 5λpen1(β̂S∗ −β
∗
S∗)+4‖ f ∗ − f 0‖2

n +8λpen2(β
∗). (8.6)

Theorem 8.2. Take the normalization Σ̂ j = I for all j. Consider the smoothed group
Lasso

β̂ := argmin
β

{
‖Y−Xβ‖2

2/n+λ‖β‖2,1 +λ µ‖Bβ‖2,1

}
.

Suppose that λ ≥ 4λ0 and λ µ ≥ 4λ0µ0. Then on

T := {2|εT Xβ |/n≤ λ0‖β‖2,1 +λ0µ0‖Bβ‖2,1},

we have

‖ f̂ − f 0‖2
n +λpen(β̂ −β

∗)/2≤ 3
{

16λ
2s∗/φ

2
∗ +‖ f ∗ − f 0‖2

n +2λpen2(β
∗)

}
.

Asymptotics. As a consequence, say for the case of diagonalized smoothness, with
λ � n−

m
2m+1 and µ � n−

m
2m+1

√
log(pn) (using the bound T ≤ n, and assuming

log p/n
1

2m+1 = O(1)), we get

‖ f̂ − f 0‖2
n = OIP

(
n−

2m
2m+1 s∗/φ

2
∗ +‖ f ∗ − f0‖2

n +n−
2m

2m+1
√

log(pn) ∑
j∈S∗

‖Dβ
∗
j ‖2

)
.

(8.7)

Proof of Theorem 8.2. Throughout, we assume we are on T .

Case i)

If
λpen1(β̂S∗ −β

∗
S∗)≥ ‖ f ∗ − f 0‖2

n +2λpen2(β
∗),

we get

4‖ f̂ − f 0‖2
n +3λpen(β̂Sc∗)+3λpen2(β̂S∗ −β

∗
S∗)≤ 9λpen1(β̂S∗ −β

∗
S∗). (8.8)

So we then have

pen(β̂Sc∗)+pen2(β̂S∗ −β
∗
S∗)≤ 3pen1(β̂S∗ −β

∗
S∗).
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We may apply the approximation condition to β̂ −β ∗. This will allow us to switch
to the norm ‖·‖, and then invoke the smoothed group Lasso compatibility condition.
Recall that ‖β j‖2 = ‖ f j,β j‖n. By the approximation condition

‖β̂ j−β
∗
j ‖2 ≤ (1+η)‖ f̂ j− f ∗j ‖+ηµ‖B j(β̂ j−β

∗
j )‖2,

and
‖β̂ j−β

∗
j ‖2 ≥ (1−η)‖ f̂ j− f ∗j ‖−ηµ‖B j(β̂ j−β

∗
j )‖2.

It follows that

3pen1(β̂S∗ −β
∗
S∗)≤ 3(1+η) ∑

j∈S∗

‖ f̂ j− f ∗j ‖+3ηpen2(β̂S∗ −β
∗
S∗),

and
pen(β̂Sc∗)+pen2(β̂S∗ −β

∗
S∗)

≥ (1−η) ∑
j/∈S∗

‖ f̂ j‖+(1−η)pen2(β̂Sc∗)+pen2(β̂S∗ −β
∗
S∗).

Thus,

∑
j/∈S∗

‖ f̂ j‖+pen2(β̂Sc∗)+
1−3η

1−η
pen2(β̂S∗ −β

∗
S∗)≤ 3

1+η

1−η
∑
j∈S∗

‖ f̂ j− f ∗j ‖.

Since η ≤ 1/4, we conclude that

∑
j/∈S∗

‖ f̂ j‖+pen2(β̂Sc∗)+pen2(β̂S∗ −β
∗
S∗)/3≤ 5 ∑

j∈S∗

‖ f̂ j− f ∗j ‖.

Hence, we may apply the smoothed group Lasso compatibility condition to β̂ −β ∗.

We now restart from (8.8), and add a term 3λpen1(β̂S∗ −β ∗S∗) to the left- and right-
hand side:

4‖ f̂ − f 0‖2
n +3λpen(β̂Sc∗)+3λpen(β̂S∗ −β

∗
S∗)≤ 12λpen1(β̂S∗ −β

∗
S∗)

≤ 12λ (1+η) ∑
j∈S∗

‖ f̂ j− f ∗j ‖+12ληpen2(β̂S∗ −β
∗
S∗),

which implies, using η ≤ 1/16≤ 1/4,

16‖ f̂ − f 0‖2
n +12λpen(β̂Sc∗)+9λpen(β̂S∗ −β

∗
S∗)≤ 60λ ∑

j∈S∗

‖ f̂ j− f ∗j ‖. (8.9)

Now
λ ∑

j∈S∗

‖ f̂ j− f ∗j ‖ ≤ λ
√

s∗
√

∑
j∈S∗

‖ f̂ j− f ∗j ‖2

≤ λ
√

s∗‖ f̂ − f ∗‖/φ∗.
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Moreover, switching back to the ‖ · ‖n-norm,

‖ f̂ − f ∗‖ ≤ ‖ f̂ − f ∗‖n +η ∑
j
‖ f̂ j− f ∗‖+ηpen2( f̂ − f ∗)

≤ ‖ f̂ − f ∗‖n +6η ∑
j∈S∗

‖ f̂ j− f ∗‖+ 2
3

ηpen2( f̂ − f ∗).

We have thus established that

λ ∑
j∈S∗

‖ f̂ j− f ∗j ‖ ≤
λ
√

s∗
φ∗

(
‖ f̂ − f ∗‖n +6η ∑

j∈S∗

‖ f̂ j− f ∗‖+ 2
3

ηpen2(β̂ −β
∗)

)
.

As
√

s∗η/φ∗ ≤ 1/16, we get by the approximation condition

λ ∑
j∈S∗

‖ f̂ j− f ∗j ‖ ≤
8
5

λ
√

s∗
φ∗

(
‖ f̂ − f ∗‖n +

2
3

ηpen2(β̂ −β
∗)

)

≤ 8
5

λ
√

s∗‖ f̂ − f ∗‖n/φ
∗+pen2(β̂ −β

∗)/15.

Returning to (8.9), we see that

16‖ f̂ − f 0‖2
n +12λpen(β̂Sc∗)+5λpen(β̂S∗ −β

∗
S∗)≤ 96λ

√
s∗‖ f̂ − f ∗‖n/φ∗.

Dividing by 8 and, to simplify the expression, inserting the bounds 12/8 ≥ 5/8 ≥
1/2 yields

2‖ f̂ − f 0‖2
n +λpen(β̂ −β

∗)/2≤ 12λ
√

s∗‖ f̂ − f ∗‖n/φ∗.

Now, using the triangle inequality, and twice the bound 2ab≤ a2 +b2, we see that

12λ
√

s∗‖ f̂ − f ∗‖n/φ∗ ≤ 12λ
√

s∗‖ f̂ − f 0‖n/φ∗+12λ
√

s∗‖ f ∗ − f 0‖n/φ∗

≤ 36λ 2s∗
2φ 2
∗

+‖ f̂ − f 0‖2
n +

12λ 2s∗
2φ 2
∗

+3‖ f ∗ − f 0‖2
n

= ‖ f̂ − f 0‖2
n +3

{
16λ 2s∗

2φ 2
∗

+‖ f ∗ − f 0‖2
n

}
.

Case ii)

If
λpen1(β̂S∗ −β

∗
S∗)< ‖ f ∗ − f 0‖2

n +2λpen2(β
∗),

we obtain from (8.6),

4‖ f̂ − f 0‖2
n +3λpen(β̂Sc∗)+3λpen2(β̂S∗ −β

∗
S∗)≤ 9‖ f ∗ − f 0‖2

n +18λpen2(β
∗),

and hence
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4‖ f̂ − f 0‖2
n +3λpen(β̂ −β

∗)≤ 12‖ f ∗ − f 0‖2
n +24λpen2(β

∗).

tu

8.4.5 On the choice of the penalty

The penalty we proposed in the previous subsections is additive in β j, with each
term consisting of two parts. The first part ‖β j‖2 is simply the `2-norm of β j, and
the second part ‖B jβ j‖2 can be seen as representing the smoothness of f j,β j . We
now consider some alternatives. Throughout, to simplify, we confine ourselves to
the case of diagonalized smoothness, i.e., for all j, and for a given m > 1/2,

B j = D, Dβ j = ∑
t

dtβ j,t , dt = tm.

8.4.5.1 Using only one of the two terms

One may ask the question: what happens if only one of the terms is included in the
penalty? To address this, let us reconsider the empirical process νn(β ). Lemma 8.4
shows that with our choice of penalty, and with a proper choice of the regulariza-
tion parameters λ and µ , the empirical process is “overruled”. In order to see what
happens if we take a different penalty, we now leave the “hidden truncation level”
T0 to be specified, instead of fixing it at the value given in (8.1). The straightforward
bound we applied throughout is

|νn(β )| ≤
p

∑
j=1
|V T

j β j|/
√

n.

We know from Lemma 8.1 and 6.2 respectively, that, uniformly in j, for χ2
j =

∑
T0
t=1 V 2

j,t ,

χ j/
√

T0 = OIP(1)

(assuming that log p/T0 = O(1)). Furthermore, uniformly in j and t,

Vj,t = OIP(
√

log(pT )).

Thus, as in Lemma 8.3, for any given T0, and taking care of the extreme values
{0,T} for T0, we have

1√
n
|V T

j β j| ≤ OIP

(√
T0

n

)
‖β j‖2
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+OIP

(√
log(pT )

n(T 2m−1
0 ∨1)

)
‖Dβ j‖2l{T0 < T}. (8.10)

If the penalty only includes the terms ‖β j‖2, this suggests taking the hidden trun-
cation level T0 equal to T . In that case, the second term vanishes, leaving as first
term

1√
n
|V T

j β j| ≤ OIP

(√
T
n

)
‖β j‖2.

This leads to the choice

λ �
√

T
n

for the regularization parameter. The rate of convergence (for the prediction error,
say) is then of order

‖ f̂ − f 0‖2
n = OIP

(
T s∗
nφ 2
∗
+‖ f ∗ − f 0‖2

n

)
,

where s∗ = |Sβ ∗ | is the sparsity index, and f ∗ = fβ ∗ is a modified version of the
oracle defined in a similar version as in Subsection 8.4.4, φ∗ being an appropriate
compatibility constant. Note that when taking the actual truncation level T of order
n

1
2m+1 , we then get

λ � n−
m

2m+1 ,

and hence

‖ f̂ − f 0‖2
n = OIP

(
n−

2m
2m+1 s∗/φ

2
∗ +‖ f ∗ − f 0‖2

n

)
.

The situation is then as in Ravikumar et al. (2009a), with T playing the role of a
second regularization parameter. The estimator is then called the SPAM estimator
(for Sparse Additive Modelling). Observe that there is no

√
log(pT )-term in this

case. However, the result is not directly comparable to (8.7) as the oracle β ∗, and
hence s∗ and the approximation error ‖ f ∗ − f 0‖2

n are different entities. Let us spend
a few thoughts on this matter here. Suppose that the true f 0 is additive: f 0 = ∑ j f 0

j .
Suppose in addition that the f 0

j are smooth, uniformly in j, in the sense that f 0
j =

∑
n
t=1 β 0

t, jb j,t ({b j,t}n
t=1 being an orthonormal system in L2(Qn) ( j = 1, . . . , p)), and

∑
n
t=1 t2m|β 0

j,t |2 ≤ 1 for all j, and β 0
j.t = 0 for all ( j, t) with j /∈ S0. Let s0 = |S0|. Then

an actual truncation level T of order T � n
1

2m+1 allows for an approximation f ∗j
with the first T basis functions, with approximation error ‖ f ∗j − f 0

j ‖2
n = O(n−

2m
2m+1 ),

uniformly in j. So then,

∑
j∈S0

‖ f ∗j − f 0
j ‖2

n = O(n−
2m

2m+1 s0).
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Let f ∗ = ∑ j f ∗j . Using the triangle inequality, the approximation error ‖ f ∗ − f 0‖2
n

can be bounded by
‖ f ∗ − f 0‖2

n = O(n−
2m

2m+1 s2
0),

i.e., we see the squared sparsity index s2
0 appearing. To reduce this to s0 may require

the price of some log-factor, appearing say when using a switch of norms as in the
approximation condition. We finally note that the above illustration assumes that
a single truncation level T0 provides a good approximation for all f 0

j . In general it
will depend on the smoothness ‖Dβ 0

j ‖2 of f 0
j . It is thus still to be clarified rigorously

how SPAM of Ravikumar et al. (2009a) and the smooth group Lasso compare in
various situations.

We now consider the other extreme case. If the penalty only includes the terms
‖Dβ j‖2, then (8.10) suggests taking T0 equal to 0. We then get

1√
n
|V T

j β j| ≤ OIP

(√
log(pT )

n

)
‖Dβ j‖2.

This leads to the choice

λ µ �
√

log(pT )
n

.

This corresponds to the situation in Koltchinskii and Yuan (2008). We note that
such an approach leads to the rate

‖ f̂ − f 0‖2
n = OIP

(√
log(pT )

n
s∗
φ 2
∗
+‖ f ∗ − f 0‖2

n

)
,

where the oracle f ∗, the sparsity index s∗ and the compatibility constant φ∗ are
defined in a analogous fashion as in the previous section. We conclude that the
smoothness penalty alone possibly leads to a slower rate of convergence.

8.4.5.2 Taking a single square root

As explained in Section 5.4, one may prefer (from a computational point of view)
to take the penalty

pen(β ) :=
p

∑
j=1

√
‖β j‖2 +µ2‖Dβ j‖2

2.

However, our proof then leads to a, possibly substantial, loss in the bound for the
rate of convergence. To explain this, let us, as before, write
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pen1(β ) :=
p

∑
j=1
‖β j‖2, pen2(β ) := µ

p

∑
j=1
‖Dβ j‖2.

Inequality (8.5) now says that on the set T defined in (8.4),

‖ f̂ − f 0‖2
n +λpen(β̂ )

≤ λ

4

(
pen1(β̂ −β

∗)+pen2(β̂ −β
∗)

)
+‖ f ∗ − f0‖2

n +λpen(β ∗).

Using the bound
√

a+b≥ (
√

a+
√

b)/
√

2 we see that

‖ f̂ − f 0‖2
n+λ

(
1√
2
− 1

4

)(
pen1(β̂Sc∗)+pen2(β̂Sc∗)

)
+λ

(
1√
2
− 1

4

)
pen2(β̂S∗ −β

∗
S∗)

≤ λ

(
1
4
+

1√
2

)
pen1(β̂S∗ −β

∗
S∗)+‖ f ∗ − f0‖2

n +λ

(
1+

1√
2

)
pen2(β

∗)

+λ

(
1− 1√

2

)
pen1(β

∗).

This is exactly inequality (8.6) above Theorem 8.2, except that in (8.6), 1/
√

2 is
equal to 1 instead. This means we have to adjust the constants, but what is worse,
we are also confronted with an additional term λ (1−1/

√
2)pen1(β

∗).

Alternatively, we may use the inequality

‖ f̂ − f 0‖2
n +λ

(
1−
√

2
4

)
pen(β̂Sc∗)≤ λ

(
1+

√
2

4

)
pen(β̂S∗ −β

∗
S∗)+‖ f ∗ − f 0‖2

n

≤ λ

(
1+

√
2

4

)(
pen1(β̂S∗ −β

∗
S∗)+pen2(β̂S∗ −β

∗
S∗)

)
+‖ f ∗ − f 0‖2

n.

But with this, we have no tools to bound the smoothness term

pen2(β̂S∗),

unless we impose additional assumptions, such as

pen2(β̂S∗ −β
∗
S∗)≤ const. pen1(β̂S∗ −β

∗
S∗).

Problem 8.3 gives an example where indeed the separate square root penalty pro-
vides substantially smaller prediction error than the single square root penalty.
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8.4.5.3 Taking the squared instead on the non-squared smoothness norm

Again, from a computational point of view, the following penalty may be easier:

pen(β ) :=
p

∑
j=1
‖β j‖2 +µ

p

∑
j=1
‖Dβ j‖2

2.

However, then again our proof leads to a, possibly substantial, loss in the bound for
the rate of convergence. To explain this, we write as before

pen1(β ) :=
p

∑
j=1
‖β j‖2.

Inequality (8.5) again gives that on the set T defined in (8.4),

‖ f̂ − f 0‖2
n +λpen(β̂ )

≤ λ

4
pen1(β̂ −β

∗)+
λ µ

4

p

∑
j=1
‖D(β̂ j−β

∗
j )‖2 +‖ f ∗ − f0‖2

n +λpen(β ∗).

This gives, as counterpart of inequality (8.6) presented above Theorem 8.2,

‖ f̂ − f 0‖2
n +

3
4

λpen1(β̂Sc∗)+λ µ ∑
j/∈S∗

(
‖Dβ̂ j‖2

2−‖Dβ̂ j‖2/4
)

+λ µ ∑
j∈S∗

(
‖D(β̂ j−β

∗
j )‖2

2/2−‖D(β̂ j−β
∗
j )‖2/4

)
≤ 5

4
λpen1(β̂S∗ −β

∗
S∗)+‖ f ∗ − f0‖2

n +2λ µ ∑
j∈S∗

‖Dβ
∗
j ‖2

2.

The problematic part is the term

λ µ ∑
j/∈S∗

(
‖Dβ̂ j‖2

2−‖Dβ̂ j‖2/4
)
.

If ‖Dβ̂ j‖2 ≤ 1/4, the j-th term will be negative, and hence needs to be transferred
to the right-hand side. In the worst case, we therefore may get an additional term of
order

λ µ ∑
j/∈S∗

(
‖Dβ̂ j‖2

2−‖Dβ̂ j‖2/4
)
,

which can be as large as� λ µ(p−s∗), which is� λ 2(p−s∗) for λ � µ . So actually,
this approach may give a huge prediction error.
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8.4.5.4 Taking a single square root and adding a squared smoothness norm

A way to circumvent computational difficulties and keep nice theoretical properties
is using the penalty

pen(β ) :=
p

∑
j=1

√
‖β j‖2

2 +µ2‖Dβ j‖2
2 +µ

p

∑
j=1
‖Dβ j‖2

2.

As counterpart of inequality (8.6) presented above Theorem 8.2, we propose

‖ f̂ − f 0‖2
n +λ

(
1√
2
− 1

4

)
∑
j/∈S∗

(
‖β̂ j‖2 +µ‖Dβ̂ j‖2

)
+λ µ ∑

j/∈S∗

‖Dβ̂ j‖2
2

≤ 5
4

λ ∑
j∈S∗

‖β̂ j−β
∗
j ‖2 +‖ f ∗ − f 0‖2

n +λ µ ∑
j
(5‖Dβ

∗
j ‖2/4+‖Dβ

∗
j ‖2

2)

+λ µ ∑
j∈S∗

(5‖Dβ̂ j‖2/4−‖Dβ̂ j‖2
2).

What we did here is move the term λ µ ∑ j∈S∗ ‖Dβ̂ j‖2 to the right-hand side, i.e.,
it does not have a role anymore as penalty. It is simply overruled by its quadratic
version, as

λ µ ∑
j∈S∗

(5‖Dβ̂ j‖2/4−‖Dβ̂ j‖2
2)≤

25
64

λ µs∗.

One can therefore derive an oracle inequality of the same spirit as the one of Theo-
rem 8.2.

8.5 Linear model with time-varying coefficients

8.5.1 The loss function and penalty

The model is as in Section 5.8

Yi(t) =
p

∑
j=1

X ( j)
i (t)β 0

j (t)+ εi(t), i = 1, . . . ,n, t = 1, . . . ,T.

The “truth” is denoted by

f 0(Xi(t), t) :=
p

∑
j=1

X ( j)
i (t)β 0

j (t), i = 1, . . . ,n, j = 1, . . . , p, t = 1, . . . ,T.
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We assume that β 0
j (·) is smooth, in the sense that there is an expansion of the form

β
0
j (t) =

R

∑
r=1

b j,r(t)γ j,r, j = 1, . . . , p, t = 1, . . . ,T.

For example, the {b j,r(·)}R
r=1 may form a basis for a finite-dimensional space of

cubic splines.

With the expansion, we have for each t a linear model: in matrix notation

Y(t) = X(t)β (t)+ ε(t) =
(

X(1)(t)b(1)(t), · · · ,X(p)(t)b(p)(t)
)

γ + ε(t),

where
b( j)(t) := (b j,1(t), . . . ,b j,R(t)), j = 1, . . . , p,

and where
X(t) := (X(1)(t), . . . ,X(p)(t)),

with X( j)(t) := (X ( j)
1 (t), . . . ,X ( j)

n (t))T , j = 1, . . . , p. Furthermore,

γ :=

 γ1
...

γp

=



γ1,1
...

γ1,R
...

γp,1
...

γp,R


.

The time-varying coefficients are

β (t) = βγ(t) :=

β1,γ1(t)
...

βp,γp(t)

 ,

with
β j(t) = β j,γ j(t) := b( j)(t)γ j, j = 1, . . . , p.

The over-all design matrix is(
X(1)(t)b(1)(t), · · · ,X(p)(t)b(p)(t)

)
.

The matrices X( j)(t)b( j)(t) are n×R matrices, which are clearly of rank 1. Hence,
it is quite obvious that for exploiting the smoothness structure, one needs to analyze
the T models simultaneously.
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The squared error loss function is defined as the average squared error for each of
the T linear models, i.e,

Ln(γ) :=
1

nT

T

∑
t=1
‖Y(t)−X(t)βγ(t)‖2

2.

For a function g : R→ R, we use the notation

‖g‖2
T :=

1
T

T

∑
t=1

g2(t).

Then we have
‖β j,γ j‖T = ‖A jγ j‖2,

with

AT
j A j =

1
T

T

∑
t=1

(b( j)(t))T (b( j)(t)).

The penalty is chosen in the same spirit as in Section 8.4, namely,

pen(βγ) :=
p

∑
j=1

(
‖β j‖T +µ‖B jγ j‖2

)
:= ‖Aγ‖2,1 +µ‖Bγ‖2,1,

where, for each j, B j is some given smoothness matrix.

The smoothed Lasso for the time-varying coefficients model is

γ̂ := argmin
γ

{
1

nT

T

∑
t=1
‖Y(t)−X(t)βγ(t)‖2

2 +λ‖Aγ‖2,1 +λ µ‖Bγ‖2,1

}
.

We let β̂ (·) = βγ̂(·).

8.5.2 The empirical process

The empirical process is

νn(β ) :=
2

nT

T

∑
t=1

ε
T (t)X(t)β (t) =

2√
n

p

∑
j=1

(Wj,β j)T ,

where, for j = 1, . . . , p, Wj,t := εT (t)X( j)(t)/
√

n, t = 1, . . . ,T , and where Wj is the
vector Wj = (Wj,1, . . . ,Wj,T )

T . Moreover, we use the inner product notation



278 8 Theory for `1/`2-penalty procedures

(Wj,β j)T =
1
T

T

∑
t=1

Wj,tβ j(t).

Recall that for each j, the {Wj,t}T
t=1 are independent, and N (0, σ̂2

j,t)-distributed,
with variance σ̂2

j,t = (X( j)(t))T (X( j)(t))/n. These variables now formally play the
role of “noise” variables. Consider the set

T := {2|(Wj,β j,γ j)T |/
√

n≤ λ0‖A jγ j‖2 +λ0µ0‖B jγ j‖2, ∀ γ j, ∀ j}.

When the co-variables X j
i (t) are properly normalized, say σ̂2

j,t = 1 for all j and t,
and if, say, the β j(·) are in the Sobolev space of m times continuously differentiable
functions, then it can be shown that T has large probability when both λ0 and µ0
are chosen of order (log p/(nT ))

m
2m+1 , for T → ∞, and n possibly remaining finite.

This is in analogy to the additive model, with Wj,t playing the role of εi.

8.5.3 The compatibility condition for the time-varying coefficients
model

Remember our definitions of the empirical norm and the time-dependent norm re-
spectively,

‖ f‖n :=

√
1
n

n

∑
i=1

f 2(Xi), ‖g‖T :=

√
1
T

T

∑
t=1

g2(t).

(There is some ambiguity in the notation, which we believe to be acceptable). For a
function h(·, ·) depending on both co-variables Xi(t) ∈X as well as time t ∈ R, we
define the norm

‖h‖n,T :=

√
1

nT

T

∑
t=1

n

∑
i=1

h2(Xi(t), t).

The compatibility condition is again a way to deal with linear dependencies when
considering more than nT elements in an nT -dimensional space. We therefore first
introduce some approximating norm on the space of functions h : X ×R→ R,
which we denote by ‖ · ‖.
Arriving now at a switch of norms, it is convenient to use the function notation: for
x = (x(1), . . . ,x(p)) ∈X ,

fβ (t)(x) := xβ (t).

We write short hand
fβ := fβ (·)(·).

Thus,
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‖ fβ‖2
n,T =

1
nT

T

∑
t=1

n

∑
i=1

(
Xi(t)β (t)

)2

=
T

∑
t=1
‖X(t)β (t)‖2

2/(nT ).

As in the previous section, we further denote the two terms in the penalty as

pen1(βγ) := ‖Aγ‖2,1, pen2(βγ) := µ‖Bγ‖2,1.

The approximation condition is now as in Subsection 8.4.3.

Definition The approximation condition holds for the time-varying coefficients
model, if there exists an η ≥ 0 such that for all β = (β1, . . . ,βp)

T , we have∣∣∣∣‖ fβ‖n,T −‖ fβ‖
∣∣∣∣

∑ j ‖β j‖+pen2(β )
≤ η .

Definition The compatibility condition for the time-varying coefficients model
holds for the set S, with constant φ(S)> 0, if for all β with

∑
j/∈S
‖β j‖+pen2(β )/3≤ 5 ∑

j∈S
‖β j‖, (8.11)

one has the inequality
∑
j∈S
‖β j‖2 ≤ ‖ fβ‖2/φ

2(S).

8.5.4 A sparsity oracle inequality for the time-varying coefficients
model

Definition of the oracle Let S be a collection of sets for which the compatibility
condition for the time-varying coefficients model holds. The oracle is

β
∗ = βγ∗ := argmin

{
16λ 2|Sβ |
φ 2(Sβ )

+‖ fβ − f 0‖2
n,T +2pen2(β ) :

Sβ ∈S ,
√
|Sβ |η/φ(Sβ )≤ 1/16

}
.

Moreover, we let φ∗ := φ(S∗), s∗ := |S∗|, f ∗ := fβ ∗ , and f̂ := f
β̂

.

Let us recall the set
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T := {2|(Wj,β j,γ j)T |/(
√

n)≤ λ0‖A jγ j‖2 +λ0µ0‖B jγ j‖2, ∀ γ j, ∀ j}.

Theorem 8.3. Consider the smoothed Lasso for the time-varying coefficients model

β̂ = βγ̂ := argmin
βγ

{
1

nT

T

∑
t=1
‖Y(t)−X(t)βγ(t)‖2

2 +λ‖Aγ‖2,1 +λ µ‖Bγ‖2,1

}
.

Suppose that λ ≥ 4λ0 and λ µ ≥ 4λ0µ0. Then on T , we have

‖ f̂ − f 0‖2
n,T +λpen(β̂ −β

∗)/2

≤ 3
{

16λ
2s∗/φ

2
∗ +‖ f ∗ − f 0‖2

2 +2λpen2(β
∗)

}
.

Asymptotics. As a consequence, say for the case where λ � (log p/(nT ))
m

2m+1 and
µ � (log p/nT )

m
2m+1 for T → ∞, and assuming IP(T )→ 1, we get

‖ f̂ − f 0‖2
n,T

= OIP

((
log p
nT

) 2m
2m+1 s∗

φ 2
∗
+‖ f ∗ − f0‖2

n,T +

(
log p
nT

) 2m
2m+1

∑
j∈S∗

‖B jβ
∗
j ‖2

)
.

One can clearly see the gain of exploiting the smoothness, over performing a
Lasso on each of the T models separately. For a somewhat more detailed view
on this matter, let us take S = {S0}, where S0 is the active set of the truth
f 0(x(t), t) = ∑ j∈S0

x( j)(t)β 0
j (t), where β 0 = βγ0 . Let s0 := |S0| and φ0,t be the

restricted eigenvalue for each single linear model. Define φ0 = mint φ0,t . With
the smoothed group Lasso for the time varying-coefficients model, assuming the
smoothness ‖B jγ

0
j ‖2 ≤ 1, we get a prediction error with order of magnitude

OIP

((
log p
nT

) 2m
2m+1 s0

φ 2
0

)
,

For the individual Lasso’s, we have in the worst case (the case where φ0,t is the
smallest), a prediction error of order of magnitude

OIP

((
log p

n

)
s0

φ 2
0

)
.

Hence, when T � (n/ log p)
1

2m , the smoothed group Lasso gives, according to our
bounds, better performance than individual Lasso’s. It means that the gain in perfor-
mance is higher when m, the amount of smoothness, is larger.

Proof of Theorem 8.3. The Basic Inequality is

‖ f̂ − f 0‖2
n,T +λpen(β̂ )
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≤ νn(β̂ −β
∗)+‖ f ∗ − f 0‖2

n,T +λpen(β ∗).

Hence, similar to (8.6), on the set T , and defining β j,S(·) = β j(·)l{ j ∈ S} =
b( j)(·)γ j,S,

4‖ f̂ − f 0‖2
n,T +3λpen(β̂Sc∗)+3λpen2(β̂S∗ −β

∗
S∗)

≤ 5λpen1(β̂S∗ −β
∗
S∗)+4‖ f ∗ − f 0‖2

nT +8λpen2(β
∗).

Thus, we can follow the line of reasoning as in the proof of Theorem 8.2.

tu

8.6 Multivariate linear model and multitask learning

The results of this section are mainly from Lounici et al. (2009).

8.6.1 The loss function and penalty

The model for multitask learning is

Yi,t =
p

∑
j=1

X ( j)
i,t β

0
j,t + εi,t , , i = 1, . . . ,n, t = 1, . . . ,T.

When, for all i and j, the covariate X ( j)
i,t := X ( j)

i does not depend on t, this is the
multivariate linear regression model. See also Section 5.9.

The “truth” is denoted by
f0
t := EYt ,

where Yt := (Y1,t , . . . ,Yn,t)
T .

The squared error loss is averaged over the T regressions, giving

Ln(β ) :=
1

nT

T

∑
t=1
‖Yt −Xtβ (t)‖2

2,

with β (t) := (β1,t , . . . ,βp,t)
T , t = 1, . . . ,T . The penalty is

pen(β ) :=
p

∑
j=1
‖β j‖2/

√
T := ‖β‖2,1/

√
T .



282 8 Theory for `1/`2-penalty procedures

Thus, the idea is that the regressions share the non-zero coefficients, i.e. (for all j),
either β 0

j,t = 0 for all t, or β 0
j,t 6= 0 for all t. The Lasso for multitask learning is

β̂ = argmin
β

{
1

nT

T

∑
t=1
‖Yt −Xtβ (t)‖2

2 +λ‖β‖2,1/
√

T
}
.

One easily sees that the situation is similar to the one of the previous section, except
that the penalty does not have a smoothness part.

8.6.2 The empirical process

The empirical process is

νn(β ) :=
2

nT

T

∑
t=1

ε
T
t Xtβ (t) =

2
T
√

n

p

∑
j=1

W T
j β j,

where Wj := (Wj,1, . . . ,Wj,T )
T and Wj,t := εT

t X( j)
t /
√

n.

Lemma 8.5. Suppose that σ̂2
j,t = 1 for all j and t. Let, for some x > 0,

λ
2
0 :=

4
n

(
1+

√
4x+4log p

T
+

4x+4log p
T

)
.

Then with probability at least 1− e−x, it holds that simultaneously for all β ,

|νn(β )| ≤ λ0‖β‖2,1/
√

T .

Proof of Lemma 8.5. We have

|
p

∑
j=1

W T
j β j| ≤

p

∑
j=1
‖Wj‖2‖β j‖2

≤ max
1≤ j≤p

‖Wj‖2‖β‖2,1.

The random variables ‖Wj‖2
2, j = 1, . . . , p, all have a chi-squared distribution with

T degrees of freedom. Hence, by Lemma 8.1,

IP
(

max
1≤ j≤p

4‖Wj‖2 ≥ nT λ
2
0

)
≤ e−x.

tu
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8.6.3 The multitask compatibility condition

We let (Xβ )T := ((X1β (1))T , . . . ,(XT β (T ))T ), and we write

‖Xβ‖2
n,T :=

1
nT

T

∑
t=1
‖Xtβ (t)‖2

2.

Definition We say that the multitask compatibility condition holds for the set S if
for some φ(S)> 0 and for all β with ‖βSc‖2,1 ≤ 3‖βS‖2,1, one has the inequality

‖βS‖2
2,1 ≤

‖Xβ‖2
n,T T s

φ 2(S)
.

We can compare the multitask compatibility condition with the adaptive version of
the restricted eigenvalue condition we would use if we consider the T univariate
regressions as one single regression with nT observations and design matrix

X =


X1 0 . . . 0
0 X2 . . . 0
...

...
. . .

...
0 0 . . . XT

 ,

an (nT × pT )-matrix. This model in matrix notation is

Y = Xβ
0 + ε,

where now

Y :=

Y1
...

YT

 , β
0 :=

 β 0(1)
...

β 0(T )

 , ε :=

 ε1
...

εT

 .

The univariate restricted eigenvalue condition is then as in Section 6.13.2:

Definition The univariate adaptive restricted eigenvalue condition holds for the
set S ⊂ {1, . . . , p}, if for some constant φadap(3,Sfull,T s) > 0, and for all β , with

∑ j/∈S ‖β j‖1 ≤ 3
√

T s
√

∑ j∈S ‖β j‖2
2, one has

∑
j∈S
‖β j‖2

2 ≤
(
‖Xβ‖2

2/n
)
/φ

2
adap(3,Sfull,T s).

The next lemma is the counterpart of Lemma 8.2.
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Lemma 8.6. Suppose the univariate adaptive restricted eigenvalue condition is met
for S, with constant φ 2

adap(3,Sfull,T s). Then the multitask compatibility condition
holds, with constant φ(S)≥ φadap(3,Sfull,T s).

Proof of Lemma 8.6. First note that

‖βS‖2,1 = ∑
j∈S
‖β j‖2 ≤

√
s
√

∑
j∈S
‖β j‖2

2.

Suppose now that β satisfies

‖βSc‖2,1 ≤ 3‖βS‖2,1.

Then
∑
j/∈S
‖β j‖1 ≤

√
T ∑

j/∈S
‖β j‖2 =

√
T‖βSc‖2,1

≤ 3
√

T‖βS‖2,1 ≤ 3
√

T s
√

∑
j∈S
‖β j‖2

2.

Hence, by the univariate adaptive restricted eigenvalue condition,

∑
j∈S
‖β j‖2

2 ≤
(
‖Xβ‖2

2/n
)
/φ

2
adap(3,Sfull,T s).

But then also

‖βS‖2
2,1 ≤ s ∑

j∈S
‖β j‖2

2 ≤
(
‖Xβ‖2

2/n
)

s/φ
2
adap(3,Sfull,T s)

= ‖Xβ‖2
n,T sT/φ

2
adap(3,Sfull,T s).

tu

8.6.4 A multitask sparsity oracle inequality

Definition of the oracle Assume the multitask compatibility condition for the sets S
in S . The oracle β ∗ is

β
∗ = arg min

β : Sβ∈S

{
‖Xβ − f0‖2

n,T +
4λ 2sβ

φ 2(Sβ )

}
.

We define φ∗ := φ(Sβ ∗), S∗ := Sβ ∗ , s∗ := |S∗|.

Theorem 8.4. Let
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T := {|νn(β )| ≤ λ0‖β‖2,1/
√

T , ∀ β}.

Consider the multitask Lasso

β̂ := argmin
{

1
nT

T

∑
t=1
‖Yt −Xtβ (t)‖2

2 +λ‖β‖2,1/
√

T
}
.

Take λ ≥ 4λ0. Then on T

‖Xβ̂ − f0‖2
n,T +λ‖β̂ −β

∗‖2,1/
√

T ≤ 6‖Xβ
∗ − f0‖2

n,T +
24λ 2s∗

φ 2
∗

.

Proof of Theorem 8.4. The Basic Inequality in this case is

‖Xβ̂ − f0‖2
n,T +λ‖β̂‖2,1/

√
T ≤ νn(β̂ −β

∗)+‖Xβ
∗ − f0‖2

n,T +λ‖β ∗‖2,1/
√

T ,

so on T ,
4‖Xβ̂ − f0‖2

n,T +4λ‖β̂‖2,1/
√

T

≤ λ‖β̂ −β
∗‖2,1/

√
T +4‖Xβ

∗ − f0‖2
n,T +4λ‖β ∗‖2,1/

√
T ,

and we can proceed as in the proof of Theorem 6.2. tu
Asymptotics Suppose that log p/T = O(1) for T → ∞. Then, with

λ
2
0 =

4
n

(
1+

√
4x+4log p

T
+

4x+4log p
T

)
,

as given in Lemma 8.5, we see that we can take λ = O(1/
√

n), for n→ ∞. The
prediction error is then of order

OIP

(
‖Xβ

∗ − f0‖2
n,T +

s∗
nφ 2
∗

)
.

In other words, up to a gain of a (log p)-factor, and modulo compatibility, the pre-
diction error for the multivariate model is about of the same order as the average
prediction error for T single Lasso’s.

To handle the set T , one may insert Lemma 8.5, which relies on the assumption
of normally distributed errors. An alternative route is to apply Lemma 8.7 below.
We conclude that if the co-variables are bounded (say), it suffices to assume only
bounded fourth moments for the errors,

Lemma 8.7. Let {εi.t : i = 1, . . . ,n, t = 1, . . . ,T} be independent random variables
with Eεi,t = 0, Eε2

i,t = 1, and Eε4
i,t ≤ µ4

4 for all i and t. Moreover, let {X( j)
t : j =

1, . . . , p, t = 1, . . . ,T} be given n-vectors satisfying (X( j)
t )T (X( j)

t ) = n for all j and
t. Define

Wj,t := ε
T
t X( j)

t /
√

n, j = 1, . . . , p, t = 1, . . . ,T,
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and let Wj := (Wj,1, . . . ,Wj,t)
T , j = 1, . . . , p. Then for p≥ e3, we have

E max
1≤ j≤p

‖Wj‖4
2

≤

{
T +
√

T
[

8log(2p)
]3/2

µ
2
4

[
1

nT

T

∑
t=1

n

∑
i=1

max
1≤ j≤p

(X ( j)
i,t )4

]1/2
}2

.

The proof of Lemma 8.7 is given in Chapter 14 , Section 14.10.2.

8.7 The approximation condition for the smoothed group Lasso

Let us first recall the approximation condition for the additive model given in Sec-
tion 8.4.3:

Definition The approximation condition holds for the additive model if there exists
an η ≥ 0 such that for all β , we have∣∣∣∣‖ fβ‖n−‖ fβ‖

∣∣∣∣
∑ j ‖ f j,β j‖+pen2(β )

≤ η .

We will present illustrations of this condition for the cases considered, that is, for
the case of Sobolev smoothness and for diagonalized smoothness. In the first case,
we assume that the {X ( j)

i }n
i=1 is a random sample from some distribution Q, and we

show that the approximation condition is met with large probability when λ = µ �
n−

m
2m+1 , with η � λ

2m−1
4m . For the case of diagonalized smoothness, we formulate the

result directly in terms of an approximation condition on the Gram matrix.

8.7.1 Sobolev smoothness

We will present the result from Meier et al. (2009).

Let {Xi = (X (1)
i , . . . ,X (p)

i )}n
i=1 be i.i.d. copies of X = (X (1), . . . ,X (p)) ∈ [0,1]p. The

distribution of X is denoted by Q, and we let ‖ · ‖ be the L2(Q)-norm. The marginal
distribution of X ( j) is denoted by Q j, j = 1, . . . , p.

Let ν be Lebesgue measure on [0,1], and define for f j : [0,1]→ R,

I2( f j) =
∫
| f (m)

j |
2dν = ‖ f (m)

j ‖
2
ν ,
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where ‖ · ‖ν denotes the L2(ν)-norm.

Theorem 8.5. Assume that for all j, the densities dQ j/dν = q j exist and that for
some constant η0 > 0,

q j ≥ η
2
0 .

Then there exists a constant Am depending only on m, and some constant Cm,q de-
pending only on m and the lower bound η0 for the marginal densities {q j}, such
that for λ = µ ≥ Am(log p/n)

m
2m+1 , we have for all t > 0,

IP

sup
f

∣∣∣‖ f‖2
n−‖ f‖2

∣∣∣(
∑

p
j=1

√
‖ f j‖2 +µ2I2( f j)

)2 ≤ Km,q(t)λ
2m−1

2m

≥ 1− exp(−nλ
2t),

where
Km,q(t) :=Cm,q(1+

√
2t +λ

2m−1
2m t),

Proof. This is shown in Meier et al. (2009), after translating the result in our nota-
tion. They use the parameters α and γ , which are

α := 1− 1
2m

.

and

γ :=
2(1−α)

2−α
.

Moreover, they replace what we call λ by λ
2m

2m+1 (i.e., their λ is required to be
suitably larger than

√
log p/n). tu

The proof in Meier et al. (2009) is quite involved. We show in the next subsection
that for diagonalized smoothness, one gets qualitatively the same result, but with a
very simple proof.

8.7.2 Diagonalized smoothness

Recall that
Σ̂ := XT X/n.

We will approximate Σ̂ by a matrix Σ , which potentially is non-singular. For ex-
ample, when the rows of X are normalized versions of n i.i.d. random vectors, the
matrix Σ could be the population variant of Σ̂ . Write

‖Σ̂ −Σ‖∞ := max
j,k
|Σ̂ j,k−Σ j,k|.
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Take D := diag(d1,d2, . . .) and dt := tm, with m > 1/2 given.

Lemma 8.8. Take T0 := bn
1

2m+1 c+1, and λ ≥
√

T0/n, λ µ ≥ T0/n. Then for all β

|β T
Σ̂β −β

T
Σβ | ≤ n‖Σ̂ −Σ‖∞λ

2

(
p

∑
j=1

(
‖β j‖2 +µ‖Dβ j‖2

))2

.

Proof of Lemma 8.8. It holds that

|β T
Σ̂β −β

T
Σβ | ≤ ‖Σ̂ −Σ‖∞‖β‖2

1,

and
‖β j‖1 ≤

√
T0‖β j‖2 +T0‖Dβ j‖2/

√
n,

Hence

‖β‖1 =
p

∑
j=1
‖β j‖1 ≤

p

∑
j=1

{√
T0‖β j‖2 +T0/

√
n‖Dβ j‖2

}
.

tu

Problems

8.1. Consider the model
Y = Xβ

0 + ε,

where XT X/n = I, and the estimator

β̂ := argmin
β

{
‖Y−Xβ‖2

2/n+2λ‖β‖2

)
.

Let Z := XT Y/n.
(a) Show that

‖β̂‖2 =

{
‖Z‖2−λ , |Z‖2 > λ

0, ‖Z‖2 ≤ λ
.

(b) Show that when ‖β̂‖2 6= 0,

β̂ =
Z

1+λ/‖β̂‖2
.

8.2. Consider the model
Y = Xβ

0 + ε,

where XT X/n = I. Write X = (X1,X2), where Xk is an n× pk-matrix, k = 1,2. We
use the estimator
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β̂ := arg min
β=(β1,β2)T

{
‖Y− (X1β1 +X2β2)‖2

2/n+2
√

λ 2
1 ‖β1‖2

2 +λ 2
2 ‖β2‖2

2

)
.

Define
x :=

√
λ 2

1 ‖β̂1‖2
2 +λ 2

2 ‖β̂2‖2
2.

Show that when x 6= 0,

β̂1 =
Z1

1+λ 2
1 /x

, β̂2 =
Z2

1+λ 2
2 /x

,

where Zk = XT
k Y/n, k = 1,2. Furthermore, then x is a solution of

(x+λ
2
1 )

2(x+λ
2
2 )

2 = λ
2
1 ‖Z1‖2

2(x+λ
2
2 )

2 +λ
2
2 ‖Z2‖2

2(x+λ
2
1 )

2.

8.3. Here is an example that shows that two separate square roots can yield better
prediction error than a single square root. Consider two observations Y1 and Y2,
where Y1 = β 0

1 + ε1, β 0
1 = 1, is signal, and Y2 = ε2 is only noise. We assume, for

i = 1,2, that |Yi| ≤ σi, and let λi = σi be the tuning parameter. Moreover we assume
σ2

2 = σ1 and σ1 somewhat smaller than 1/4:

σ
2
1 +3σ1 < 1/16.

Taking two separate square roots. Suppose we let β̂ be the (weighted) Lasso

β̂ := arg min
β=(β1,β2)T

{
(Y1−β1)

2 +(Y2−β2)
2 +2λ1|β1|+2λ2|β2|

}
.

(a) Show that β̂1 = Y1−λ1 and β̂2 = 0. The prediction error is thus

‖β̂ −β
0‖2

2 = (ε1−λ1)
2 ≤ 4σ

2
1 . (8.12)

Taking a single square root. Consider now the group-type Lasso

β̂ := argmin
β

{
(Y1−β1)

2 +(Y2−β2)
2 +2

√
λ 2

1 β 2
1 +λ 2

2 β 2
2

}
.

(b) Verify that with β1 < 1/2 the penalized loss is at least

(1/2−σ1)
2 ≥ 1

16
,

whereas with β1 = 1 and β2 = 0 the penalized loss is at most

σ
2
1 +σ

2
2 +2σ1 <

1
16

.
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Conclude that β̂1 ≥ 1/2. Therefore also x :=
√

λ 2
1 β̂ 2

1 +λ 2
2 β̂ 2

2 6= 0, in fact

x2 ≥ σ
2
1 /4.

(c) Derive that

β̂1 =
Y1

1+λ 2
1 /x

,

and
β̂2 =

Y2

1+λ 2
2 /x

(see also Problem 8.2).

( d) Show that for Y2 > σ2/2, the prediction error is at least

ε2
2(

1+2σ2
2 /σ1

)2 ≥
σ2

2(
2+4σ2

2 /σ1
)2 ≥

σ1

36
. (8.13)

Conclusion in this example. Comparing (8.12) with (8.13), we see that when σ1 is
small (σ1� 144), the separate square roots penalty gives a much better prediction
error than the single square root penalty.

8.4. Consider the model

Yi = f 0(Xi)+ εi, ı = 1, . . . ,n.

Let I( f ) be some measure for the roughness of the function f . Assume that I is a
semi-norm and suppose that for a given 0 < α < 1,

|(ε, f )n| ≤C‖ f‖α
n Iα( f )/

√
n, ∀ f .

The penalty used in Section 8.4 is based on the inequalities

aα b1−α ≤
√

a2 +b2 ≤ a+b,

which holds for all positive a and b. An alternative penalty is motived by the in-
equality

aα b1−α ≤ a2 +bγ ,

where

γ :=
2(1−α)

2−α
.

This leads to the estimator

f̂ := argmin
f

{
1
n

n

∑
i=1

(Yi− f (Xi))
2 +λ

2Iγ( f )
}
.
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Prove an oracle inequality for this estimator, where one takes λ > Cn−
2−γ

2 for a
constant C depending on γ .

8.5. Consider the estimator

β̂ := argmin
β

{
1
n

n

∑
i=1

(Yi− fβ (Xi))
2 +λ

2‖β‖γ

2

}
,

where 0 < γ < 2 is given. Show that this problem can be numerically handled by
solving for each µ > 0,

β̂ (µ) := argmin
β

{
1
n

n

∑
i=1

(Yi− fβ (Xi))
2 +µ

2‖β‖2
2

}
,

and then solving for µ

min
µ

{
1
n

n

∑
i=1

(Yi− f
β̂ (µ)(Xi))

2 + c1µ
2‖β̂ (µ)‖2

2 + c2µ
− 2(2−γ)

γ

}
,

where c1 and c2 are appropriately chosen positive constants depending only on λ

and γ .

8.6. In Theorem 8.1, we derived a bound for the `1/`2-estimation error

‖β̂ −β
∗‖2,1

of the group Lasso. Deduce a screening property from this (under beta-min condi-
tions). Formulate group Lasso variants of the (minimal adaptive) restricted eigen-
value conditions that ensure appropriate bounds for the `2-error. Similarly for the
Lasso for the time-varying coefficients model and for the Lasso for multitask learn-
ing. See Lounici et al. (2010).



Chapter 9

Non-convex loss functions and `1-regularization

Abstract Much of the theory and computational algorithms for `1-penalized meth-
ods in the high-dimensional context has been developed for convex loss functions,
e.g., the squared error loss for linear models (Chapters 2 and 6) or the negative
log-likelihood in a generalized linear model (Chapters 3 and 6). However, there are
many models where the negative log-likelihood is a non-convex function. Impor-
tant examples include mixture models or linear mixed effects models which we de-
scribe in more details. Both of them address in a different way the issue of modeling
a grouping structure among the observations, a quite common feature in complex
situations. We discuss in this chapter how to deal with non-convex but smooth `1-
penalized likelihood problems. Regarding computation, we can typically find a local
optimum of the corresponding non-convex optimization problem only whereas the
theory is given for the estimator defined by a global optimum. Particularly in high-
dimensional problems, it is difficult to compute a global optimum and it would be
desirable to have some theoretical properties of estimators arising from “reasonable”
local optima. However, this is largely an unanswered problem.

9.1 Organization of the chapter

The chapter is built upon describing two models. Section 9.2 discusses finite mix-
tures of regressions models, which builds on results from Städler et al. (2010), and
Section 9.3 focuses on linear mixed effects models, based on work from Schelldor-
fer et al. (2011). Within Section 9.2 (about mixture models), we discuss methodol-
ogy and computational issues while statistical theory is presented in Section 9.4.3.
Section 9.3 (about linear mixed models) includes methodology and computational
aspects and we outline some theory in Section 9.4.4. In Section 9.4, we present
general mathematical theory for `1-penalization with smooth, non-convex negative
log-likelihood functions which was developed by Städler et al. (2010). The frame-
work encompasses mixture of regressions and linear mixed models as special cases.
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9.2 Finite mixture of regressions model

Many applications deal with relating a response variable Y to a set of covariates
X (1), . . . ,X (p) through a regression-type model. The homogeneity assumption that
the regression coefficients are the same for all observations (X1,Y1), . . . ,(Xn,Yn)
can be inadequate. Parameters may change for different subgroups of observations.
Such heterogeneity can be modeled with mixture models. Especially with high-
dimensional data where the number of covariates p is much larger than sample
size n, the homogeneity assumption seems rather restrictive: a fraction of covariates
may exhibit a different influence on the response among subsets of observations,
i.e., among different sub-populations. Hence, addressing the issue of heterogene-
ity in high-dimensional data is an important need in many practical applications.
Besides methodology, computation and mathematical theory, we will illustrate on
real data that substantial prediction improvements are possible by incorporating a
heterogeneity structure to the model.

9.2.1 Finite mixture of Gaussian regressions model

We consider a continuous response Y and a p-dimensional covariate X ∈X ⊂ Rp.
Our primary focus is on the following mixture model involving Gaussian compo-
nents:

Yi|Xi independent for i = 1, . . . ,n,
Yi|Xi = x∼ hξ (y|x)dy for i = 1, . . . ,n,

hξ (y|x) =
k

∑
r=1

πr
1√

2πσr
exp
(
− (y− xβr)

2

2σ2
r

)
, (9.1)

ξ = (β1, . . . ,βk,σ1, . . . ,σk,π1, . . . ,πk−1) ∈ Rkp×Rk
>0×Π ,

Π = {π; πr > 0 for r = 1, . . . ,k−1 and
k−1

∑
r=1

πr < 1}.

Thereby, Xi ∈X ⊂ Rp are fixed or random covariates, ξ denotes the (p+2) · k−1
free parameters and πk = 1−∑

k−1
r=1 πr. The model in (9.1) is a mixture of Gaussian

regressions, where the rth component has its individual vector of regressions coef-
ficients βr and error variances σ2

r . We sometimes denote it by FMR (Finite Mixture
of Regressions) model.
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9.2.1.1 Reparametrized mixture of regressions model

We will prefer to work with a reparametrized version of model (9.1) whose pe-
nalized maximum likelihood estimator is scale-invariant and easier to compute. The
computational aspect will be discussed in greater detail in Sections 9.2.2.1 and 9.2.8.
Define new parameters

φr = βr/σr, ρr = σ
−1
r , r = 1, . . . ,k.

This yields a one-to-one mapping from ξ in (9.1) to a new parameter vector
θ = (φ1, . . . ,φk,ρ1, . . . ,ρk,π1, . . . ,πk−1) and the model (9.1) in reparametrized form
equals:

Yi|Xi independent for i = 1, . . . ,n,
Yi|Xi = x∼ pθ (y|x)dy for i = 1, . . . ,n,

pθ (y|x) =
k

∑
r=1

πr
ρr√
2π

exp
(
− 1

2
(ρry− xφr)

2
)

(9.2)

θ = (φ1, . . . ,φk,ρ1, . . . ,ρk,π1, . . . ,πk−1) ∈ Rkp×Rk
>0×Π

Π = {π; πr > 0 for r = 1, . . . ,k−1 and
k−1

∑
r=1

πr < 1}.

This is the main model we are analyzing and working with. We denote by θ 0 the
true parameter.

The log-likelihood function in this model equals:

`(θ ;Y) =
n

∑
i=1

log

(
k

∑
r=1

πr
ρr√
2π

exp(−1
2
(ρrYi−Xiφr)

2)

)
. (9.3)

Since we want to deal with the p� n case, we have to regularize the maximum
likelihood estimator (MLE) in order to obtain reasonably accurate estimates. We
define below an `1-penalized MLE which is different from a naive `1-penalty for
the MLE in the non-transformed model (9.1). Furthermore, it is well known that the
(log-) likelihood function is generally unbounded. We will see in Section 9.2.2.2
that a suitable penalization will mitigate this problem.

9.2.2 `1-penalized maximum likelihood estimator

We first argue for the case of a (non-mixture) linear model why the reparametriza-
tion above in Section 9.2.1.1 is useful and quite natural.
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9.2.2.1 `1-penalization for reparametrized linear models

Consider a Gaussian linear model

Y = Xβ + ε, (9.4)

where ε = ε1, . . . ,εn i.i.d. ∼N (0,σ2). The `1-penalized Lasso estimator is defined
as

β̂ (λ ) = argminβ

(
‖Y−Xβ‖2

2/n+λ‖β‖1
)
.

The Gaussian assumption in model (9.4) is not crucial but it is useful to make con-
nections to the likelihood framework. The Lasso estimator is equivalent to mini-
mizing the penalized negative log-likelihood n−1`(β ;Y1, . . . ,Yn) as a function of the
regression coefficients β and using the `1-penalty ‖β‖1 = ∑

p
j=1 |β j|: equivalence

means here that we obtain the same estimator for a potentially different tuning pa-
rameter. But the standard Lasso estimator above does not provide an estimate of the
nuisance parameter σ2.

In mixture models, it will be crucial to have a good estimator of σ2 and the role
of the scaling with the variance parameter is much more important than in homo-
geneous regression models. Hence, it is important to take σ2 into the definition
and optimization of the penalized maximum likelihood estimator. We could pro-
ceed with the following `1-regularized maximum likelihood estimator (see Section
3.2.1):

β̂ (λ ), σ̂2(λ ) = argminβ ,σ2
(
−n−1`(β ,σ2;Y1, . . . ,Yn)+λ‖β‖1

)
= argminβ ,σ2

(
log(σ)+‖Y−Xβ‖2

2/(2nσ
2)+λ‖β‖1

)
. (9.5)

Note that we are penalizing only the β -parameter but the variance parameter σ2 is
influenced indirectly by the amount of shrinkage λ .

There is a severe drawback of the estimator in (9.5). The optimization in (9.5) is
non-convex and hence, some of the major computational advantages of the Lasso
for high-dimensional problems is lost. We address this issue by using the penalty
term λ

‖β‖1
σ

leading to the following estimator:1

β̂ (λ ), σ̂2(λ ) = argminβ ,σ2

(
log(σ)+‖Y−Xβ‖2

2/(2nσ
2)+λ

‖β‖1

σ

)
. (9.6)

This estimator is equivariant under scaling of the response. More precisely, consider
the transformation

1 The penalty in (9.6) is a natural choice since the regularization parameter λ in the standard Lasso
should be chosen as const.σ

√
log(p)/n, see Lemma 6.2 which can be easily adapted to cover

general error variance σ2.
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Y′ = bY; β
′ = bβ ; σ

′ = bσ (b > 0)

which leaves model (9.4) invariant. The estimator in (9.6) based on the transformed
data {(Xi,Y ′i ); i = 1, . . . ,n} then yields β̂ ′ = bβ̂ where the latter estimate β̂ is based
on non-transformed data {(Xi,Yi); i = 1, . . . ,n}. Furthermore, the estimator in (9.6)
penalizes the `1-norm of the coefficients and small variances σ2 simultaneously.
Most importantly, we can reparametrize to achieve convexity of the optimization
problem:

φ j = β j/σ , ρ = σ
−1.

This then yields the following estimator which is invariant under scaling and whose
computation involves convex optimization (Problem 9.1):

φ̂(λ ), ρ̂(λ ) = argmin
φ ,ρ

(
− log(ρ)+

1
2n
‖ρY−Xφ‖2

2 +λ‖φ‖1

)
. (9.7)

The Karush-Kuhn-Tucker conditions (KKT) imply (Problem 9.2): every solution
(φ̂ , ρ̂) of (9.7) satisfies,

|−XT
j (ρ̂Y−Xφ̂)/n| ≤ λ if φ̂ j = 0 ( j = 1, . . . , p),

−ρ̂XT
j (Y−Xφ̂)+nλ sign(φ̂ j) = 0 if φ̂ j 6= 0 ( j = 1, . . . , p),

ρ̂ =
YT Xφ̂ +

√
(YT Xφ̂)2 +4‖Y‖2

2n

2‖Y‖2
2

, (9.8)

where X j denotes the n×1 vector (X ( j)
1 , . . . ,X ( j)

n )T .

The estimator for σ2 is then σ̂2 = ρ̂−2. We remark that for the case of a (non-
mixture) linear model, Sun and Zhang (2010) propose an estimator for the error
variance σ2 which is less biased than σ̂2.

9.2.2.2 `1-penalized MLE for mixture of Gaussian regressions

θ̂(λ ) = argmin
θ∈Θ

−n−1`pen,λ (θ), (9.9)

with

Consider the mixture of Gaussian regressions model in (9.2), i.e., the FMR model.
Define the following estimator for the unknown parameter θ=(φ1, . . . ,φk,ρ1, . . . ,ρk,
π1, . . . ,πk−1):
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−n−1`pen,λ (θ) =−n−1
n

∑
i=1

log

(
k

∑
r=1

πr
ρr√
2π

exp
(
−1

2
(ρrYi−Xiφr)

2
))

+λ

k

∑
r=1
‖φr‖1, (9.10)

Θ = Rkp×Rk
>0×Π , (9.11)

where Π = {π; πr > 0 for r = 1, . . . ,k−1 and ∑
k−1
r=1 πr < 1}.

One can also use a modified penalty term of the form

λ

k

∑
r=1

π
γ
r ‖φr‖1 (γ ≥ 0), (9.12)

for e.g. γ = 1/2 or γ = 1, and we then denote the negative penalized log-likelihood
by −n−1`

(γ)
pen,λ . The choice γ = 0 yields the proposal in (9.10). Using γ 6= 0 is more

appropriate for unbalanced cases where the true probabilities for the mixture com-
ponents π0 differ substantially. We sometimes refer to the estimator in (9.9) as the
FMRLasso. We note that it involves optimization of a non-convex negative log-
likelihood, due to the appearance of several mixture components.

The penalty function in (9.10) involves the `1-norm of the component specific ratio’s
φr =

βr
σr

and hence small variances are penalized. As shown next (for the case with
γ = 0), the penalized likelihood stays finite when σr → 0: this is in sharp contrast
to the unpenalized MLE where the likelihood tends to infinity if σr → 0, see for
example McLachlan and Peel (2000).

Proposition 9.1. Assume that Yi 6= 0 for all i = 1, . . . ,n. Then the penalized negative
likelihood −n−1`pen,λ (θ) in (9.10) with λ > 0 is bounded from below for all values
θ ∈Θ from (9.11).

Proof. We restrict ourselves to a two class mixture with k = 2. Consider the function
u(ξ ), ξ as in (9.1), defined as

u(ξ ) = exp(`pen(ξ ))

∝

n

∏
i=1

(
π

σ1
e
−(Yi−Xiβ1)

2

2σ2
1 +

(1−π)

σ2
e
−(Yi−Xiβ2)

2

2σ2
2

)
e−

λ
n
‖β1‖1

σ1 e−
λ
n
‖β2‖1

σ2 . (9.13)

We will show that u(ξ ) is bounded from above as a function of ξ =(σ1,σ2,β1,β2,π)
∈ Ξ = R2

>0×R2p× (0,1). Then clearly −n−1`pen,λ (θ) is bounded from below on
θ = (ρ1,ρ2,φ1,φ2,π) ∈Θ = R2

>0×R2p× (0,1).

Before giving a rigorous proof, we remark that the critical point for unboundedness
is if we choose for an arbitrary sample point i∈ 1, . . . ,n a β ∗1 such that Yi−Xiβ

∗
1 = 0
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and letting σ1→ 0. Without the penalty term exp(−λ

n
‖β ∗1 ‖1

σ1
) in (9.13) the function

would tend to infinity as σ1→ 0. But as Yi 6= 0 for all i ∈ 1, . . . ,n, β ∗1 cannot be zero
and as a consequence, exp(−λ

n
‖β ∗1 ‖1

σ1
) forces u(ξ ) to tend to 0 as σ1→ 0.

We give now a more formal proof for boundedness of u(ξ ). Choose a small 0 <
ε1 < minY 2

i and ε2 > 0. Since Yi 6= 0, i = 1 . . .n, there exists a small constant m > 0
such that

0 < minY 2
i − ε1 ≤ (Yi−Xiβ1)

2 (9.14)

holds for all i = 1 . . .n as long as ‖β1‖1 < m, and

0 < minY 2
i − ε1 ≤ (Yi−Xiβ2)

2 (9.15)

holds for all i = 1 . . .n as long as ‖β2‖1 < m. Furthermore, there exists a small
constant δ > 0 such that

1
σ1

e
− (minY 2

i −ε1)

2σ2
1 < ε2 and

1
σ1

e−
λ
n

m
σ1 < ε2 (9.16)

hold for all 0 < σ1 < δ , and

1
σ2

e
− (minY 2

i −ε1)

2σ2
2 < ε2 and

1
σ2

e−
λ
n

m
σ2 < ε2 (9.17)

hold for all 0 < σ2 < δ .

Define the set B = {(σ1,σ2,β1,β2,π) ∈ Ξ ; δ ≤ σ1,σ2}. Now u(ξ ) is trivially
bounded on B. From the construction of B and equations (9.14)-(9.17) we easily
see that u(ξ ) is also bounded on Bc and therefore bounded on Ξ . 2

9.2.3 Properties of the `1-penalized maximum likelihood estimator

As with the standard Lasso, due to the `1-penalty, the estimator in (9.9) is shrinking
some of the coefficients of φ1, . . . ,φk exactly to zero, depending on the magnitude
of the regularization parameter λ . Thus, we can do variable selection as follows.
Denote by

Ŝ = Ŝ(λ ) =
{
(r, j); φ̂r, j(λ ) 6= 0, r = 1, . . . ,k, j = 1, . . . , p

}
. (9.18)

The set Ŝ denotes the collection of non-zero estimated, i.e., selected, regression
coefficients among the k mixture components.

We present in Section 9.4.3 an oracle inequality for the estimator in (9.9) describing
prediction optimality and a result on estimating the high-dimensional regression
parameters in terms of ‖φ̂ − φ 0‖1, where φ 0 denotes the true parameter. From the
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latter, a variable screening result can be derived exactly along the lines as in Section
2.5 in Chapter 2 (e.g. formula (2.13)), assuming sufficiently large (in absolute value)
non-zero coefficients (the analogue of the beta-min condition in formula (2.23), see
also Sections 7.4 and 7.8.5), saying that with high probability

Ŝ⊇ S0 = {(r, j); φ
0
r, j 6= 0, r = 1, . . . ,k, j = 1, . . . , p}. (9.19)

9.2.4 Selection of the tuning parameters

The regularization parameters to be selected are the number of mixture components
k and the penalty parameter λ . In addition, we may also want to select the type of
the penalty function, i.e., selection of γ in (9.12) among a few different candidate
values.

We can use a cross-validation scheme for tuning parameter selection minimizing the
cross-validated negative log-likelihood. Alternatively, a simple and computationally
very convenient approach is to use the BIC criterion which minimizes

BIC = −2`(θ̂ (γ)
λ ,k)+ log(n)df, (9.20)

over a grid of candidate values for k, λ and maybe also γ . Here, θ̂
(γ)
λ ,k denotes the esti-

mator in (9.9) using the parameters λ ,k,γ in (9.10) or (9.12), respectively, and−`(·)
is the negative log-likelihood. Furthermore, df = k+(k−1)+∑

p
j=1 ∑

k
r=1 l(φ̂r, j 6= 0)

are the number of non-zero estimated parameters. A motivation for defining the
degrees of freedom in this way is described in Section 2.11 from Chapter 2 for
the ordinary Lasso in linear models, see also (2.35). However, there is as yet no
rigorous theoretical argument justifying the use of the BIC criterion above for the
`1-penalized MLE estimator in high-dimensional mixture models.

Regarding the grid of candidate values for λ , we consider 0≤ λgrid,1 < .. .< λgrid,g =
λmax, where λmax is given by

λmax = max
j=1,...,p

∣∣∣∣∣ XT
j Y

√
n‖Y‖2

∣∣∣∣∣ , (9.21)

and X j denotes the n×1 vector (X ( j)
1 , . . . ,X ( j)

n )T . At λmax, all coefficients φ̂ j, ( j =
1, . . . , p) of the one-component model are exactly zero. This fact easily follows from
(9.8).
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9.2.5 Adaptive `1-penalization

An adaptive Lasso as described in Section 2.8 in Chapter 2 (see also Chapter 7) can
also be used here to effectively address some bias problems of the (one-stage) Lasso-
type estimator. If the underlying truth is very sparse, we expect a better variable
selection and prediction accuracy with the adaptive procedure.

The two-stage adaptive `1-penalized estimator for a mixture of Gaussian regres-
sions is defined as follows. Consider an initial estimate θ̂init, for example from the
estimator in (9.9). The adaptive criterion to be minimized involves a re-weighted
`1-penalty term:

−n−1`
(γ)
adapt(θ) = −n−1

n

∑
i=1

log

(
k

∑
r=1

πr
ρr√
2π

exp
(
−1

2
(ρrYi−Xiφr)

2
))

+ λ

k

∑
r=1

π
γ
r

p

∑
j=1

wr, j|φr, j|,

wr, j =
1

|φ̂init;r, j|
, θ = (ρ1, . . . ,ρk,φ1, . . . ,φk,π1, . . . ,πk−1), (9.22)

where γ ∈ {0,1/2,1}. The estimator is then defined as

θ̂
(γ)
adapt;λ = argmin

θ∈Θ

−n−1`
(γ)
adapt(θ),

with Θ is as in (9.11). We refer to this estimator as the FMRAdaptLasso.

9.2.6 Riboflavin production with bacillus subtilis

We apply the Lasso-type estimator for FMR models to a data set about riboflavin
(vitamin B2) production by bacillus subtilis. The data has been kindly provided by
DSM (Switzerland). The real-valued response variable is the logarithm of the ri-
boflavin production rate and there are p = 4088 covariates (genes) measuring the
logarithm of the expression level of 4088 genes. These measurements are from
n = 146 samples of genetically engineered mutants of bacillus subtilis. The popula-
tion seems to be rather heterogeneous as there are different strains of bacillus subtilis
which are cultured under different fermentation conditions. We do not know the dif-
ferent homogeneous subgroups. For this reason, an FMR model with more than one
component might be more appropriate than a single linear regression model.

We compute the FMRLasso estimator from (9.9) for k = 1, . . . ,5 components. To
keep the computational effort reasonable we use only the 100 covariates (genes) ex-



302 9 Non-convex loss functions and `1-regularization

CV Error

Nr. components

1.0 2.0 3.0 4.0 5.0

3
2
.5

3
3
.5

3
4
.5

3
5
.5

3
6
.5

3
7
.5

3
8
.5

3
9
.5

Fig. 9.1 Riboflavin production data. Cross-validated negative log-likelihood loss (CV Error) for
the FMRLasso estimator when varying over different numbers of components. The figure is taken
from Städler et al. (2010).

Fig. 9.2 Riboflavin production data. Coefficients of the twenty most important genes, ordered
according to ∑

3
r=1 |β̂r, j|, for the prediction optimal model with three components. The figure is

taken from Städler et al. (2010).

hibiting the highest empirical variances.2 We choose the tuning parameter λ by 10-
fold cross-validation (using the log-likelihood loss). As a result we get five different
estimators which we compare according to their cross-validated log-likelihood loss
(CV Error). These numbers are plotted in Figure 9.1. The estimator with three com-
ponents performs clearly best, resulting in a 17% improvement in prediction over
a (non-mixture) linear model, and it selects 51 variables (genes). In Figure 9.2 the
coefficients of the twenty most important genes, ordered according to ∑

3
r=1 |β̂r, j|,

2 We first select the 100 covariates having largest empirical variances. We then normalize these
100 variables to mean zero and empirical variance one.
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are shown (we back-transform β̂r, j = φ̂r, j/ρ̂r). From the important variables, only
variable (gene) 83 exhibits an opposite sign of the estimated regression coefficients
among the three different mixture components. However, it happens that some co-
variates (genes) exhibit a strong effect in one or two mixture components but none
in the remaining other components. Finally, for comparison, the one-component
(non-mixture) model selects 26 genes where 24 of them are also selected in the
three-component model.

9.2.7 Simulated example

We consider a scenario, with successively growing number of covariates where we
compare the performance of the unpenalized MLE (Flexmix, according to the name
of the R-package) with the estimators from Section 9.2.2.2 (FMRLasso) and Section
9.2.5 (FMRAdapt). For the two latter methods, we use the penalty function in (9.12)
with γ = 1.

The simulation is from a Gaussian FMR model as in (9.2): the coefficients πr,βr,σr
are as follows,

β1 = (3,3,3,3,3,0, . . . ,0), β2 = (−1,−1,−1,−1,−1,0, . . . ,0),
σ1 = σ2 = 2, π1 = π2 = 1/2.

The covariate X is generated from a multivariate normal distribution with mean 0
and covariance matrix I. This results in a signal to noise ratio of 12.1. Finally, we use
sample size n = 100 and vary p from 5 to 125 by adding up to 120 noise covariates.

We use training-, validation- and test data of equal size n. The estimators are com-
puted on the training data, with the tuning parameter λ selected by minimizing
twice the negative log-likelihood (log-likelihood loss) on the validation data. As
performance measure, the predictive log-likelihood loss (twice the negative log-
likelihood) of the estimated model is computed on the test data.

Regarding variable selection, we count a covariable X ( j) as selected if β̂r, j 6= 0 for at
least one r ∈ {1, . . . ,k}. To assess the performance of FMRLasso on recovering the
sparsity structure, we report the number of truly selected covariates (True Positives)
and falsely selected covariates (False Positives).

The boxplots in Figures 9.3 of the predictive log-likelihood loss (Error), the True
Positives (TP) and the False Positives (FP) over 100 simulation runs summarize the
results for the different models. We see from this figure that the MLE performs very
badly when adding noise covariates. On the other hand, the penalized estimators re-
main stable. There is also a substantial gain of the FMRAdaptLasso over FMRLasso
in terms of log-likelihood loss and false positives.
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Fig. 9.3 Simulation when varying the dimension p (denoted by ptot). Top: negative log-likelihood
loss (Error) for MLE, FMRLasso, FMRAdaptLasso. Bottom: False Positives (FP) and True Posi-
tives (TP) for FMRLasso and FMRAdapt. The figure is taken from St

¨
adler et al. (2010).

9.2.8 Numerical optimization

We present here an EM and generalized EM (GEM) algorithm for optimizing the
criterion in (9.10). The GEM modification is used for dealing with the penalty func-
tion in (9.12) with γ 6= 0. In Section 9.2.9.1 we will discuss numerical convergence
properties of the algorithm.

9.2.9 GEM algorithm for optimization

Maximization of the log-likelihood of a mixture density is often done using the
traditional EM algorithm of Dempster et al. (1977). We closely follow Städler et al.
(2010) who describe an efficient adaptation for high-dimensional FMR models.

Consider the complete log-likelihood:

`c(θ ;Y,∆) =
n

∑
i=1

k

∑
r=1

∆i,r log
(

ρr√
2π

e−
1
2 (ρrYi−Xiφr)

2
)
+∆i,r log(πr).
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Here, (∆i,1, . . . ,∆i,k) (i = 1, . . . ,n) are i.i.d unobserved multinomial variables show-
ing the component-membership of the ith observation in the FMR model: ∆i,r = 1 if
observation i belongs to component r and ∆i,r = 0 otherwise. The expected complete
(scaled) negative log-likelihood is then:

Q(θ |θ ′) = −n−1E[`c(θ ;Y,∆)|Y,θ ′],

and the expected complete penalized negative log-likelihood (scaled) is

Qpen(θ |θ ′) = Q(θ |θ ′)+λ

k

∑
r=1

π
γ
r ‖φr‖1.

The EM-algorithm works by iterating between the E- and M-step. Denote the pa-
rameter value at iteration m by θ [m] (m= 0,1,2, . . .), where θ [0] is a vector of starting
values.

E-Step: Compute Q(θ |θ [m]) or equivalently

γ̂i,r = E[∆i,r|Y,θ [m]] =
π
[m]
r ρ

[m]
r e−

1
2 (ρ

[m]
r Yi−Xiφ

[m]
r )2

∑
k
r=1 π

[m]
r ρ

[m]
r e−

1
2 (ρ

[m]
r Yi−Xiφ

[m]
r )2

r = 1, . . . ,k, i = 1, . . . ,n,

(see also the generalized M-step below how the γ̂i,r’s are used).

Generalized M-Step: Improve Qpen(θ |θ [m]) w.r.t. θ ∈Θ .

a) Improvement with respect to π:
Fix φ at the present value φ [m].

If γ = 0 in the penalty function in (9.12):

π
[m+1] =

∑
n
i=1 γ̂i

n
, γ̂i = (γ̂i,1, . . . , γ̂i,k)

T

which is an explicit simple up-date minimizing Qpen(θ |θ [m]) with respect to π

while keeping the other parameters ρ and φ fixed.

If γ 6= 0, improve

−n−1
n

∑
i=1

k

∑
r=1

γ̂i,r log(πr)+λ

k

∑
r=1

π
γ
r ‖φ

[m]
r ‖1 (9.23)

with respect to the probability simplex

{π; πr > 0 for r = 1, . . . ,k and
k

∑
r=1

πr = 1}.
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Denote by π̄ [m+1] =
∑

n
i=1 γ̂i
n which is a feasible point of the simplex. We can update

π as

π
[m+1] = π

[m] + t [m](π̄ [m+1]−π
[m]),

where t [m] ∈ (0,1]. In practice t [m] is chosen to be the largest value in the grid
{δ u; u = 0,1,2, . . .} (0 < δ < 1) such that (9.23) is decreased. A typical choice
is δ = 0.1.

b) Coordinate descent improvement with respect to φ and ρ:

A simple calculation shows (Problem 9.3), that the M-Step decouples for each
component into k distinct optimization problems of the form

− log(ρr)+
1

2nr
‖ρrỸ− X̃φr‖2 +

nλ

nr

(
π
[m+1]
r

)γ

‖φr‖1, r = 1, . . . ,k (9.24)

with

nr =
n

∑
i=1

γ̂i,r, (Ỹi, X̃i) =
√

γ̂i,r(Yi,Xi), r = 1, . . . ,k.

We denote by Ỹ and X̃ the vector or matrix including all sample indices i =
1, . . . ,n, respectively. The expression in (9.24) is of the same form as (9.7): in
particular, it is convex in (ρr,φr,1, . . . ,φr,p). Instead of fully optimizing (9.24)
we only minimize with respect to each of the coordinates, holding the other co-
ordinates at their current value. Closed-form coordinate updates can easily be
computed for each component r (r = 1, . . . ,k) using (9.8):

ρ
[m+1]
r =

ỸT X̃φ
[m]
r +

√
(ỸT X̃φ

[m]
r )2 +4‖Ỹ‖2nr

2‖Ỹ‖2
,

φ
[m+1]
r, j =


0 if |S j| ≤ nλ

(
π
[m+1]
r

)γ

,(
nλ

(
π
[m+1]
r

)γ

−S j

)
/‖X̃ j‖2 if S j > nλ

(
π
[m+1]
r

)γ

,

−
(

nλ

(
π
[m+1]
r

)γ

+S j

)
/‖X̃ j‖2 if S j <−nλ

(
π
[m+1]
r

)γ

,

where S j is defined as

S j =−ρ
[m+1]
r X̃T

j X̃+ ∑
s< j

φ
[m+1]
r,s X̃T

j X̃s + ∑
s> j

φ
[m]
r,s X̃T

j X̃s

and j = 1, . . . , p.
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Because we only improve Qpen(θ |θ [m]) instead of a full minimization, see M-step
a) and b), this is a generalized EM (GEM) algorithm. We call it the block coordinate
descent generalized EM algorithm (BCD-GEM); the word block refers to the fact
that we are up-dating all components of π at once. Its numerical properties are
discussed next.

9.2.9.1 Numerical Convergence of the BCD-GEM algorithm

We are addressing here convergence properties of the BCD-GEM algorithm de-
scribed in Section 9.2.9 for the case with γ = 0. A detailed account of the conver-
gence properties of the EM algorithm in a general setting has been given by Wu
(1983). Under regularity conditions including differentiability and continuity of the
objective function, he proves convergence to stationary points for the EM algorithm.
For the GEM algorithm, similar statements are true under conditions which are of-
ten hard to verify. We are a bit less ambitious and ask only whether a cluster point of
an iterative algorithm equals a stationary point of the objective function (see Propo-
sition 9.2 below), that is, we do not address the issue whether the algorithm actually
converges (the latter can be checked on a given example up to numerical errors).

As a GEM algorithm, the BCD-GEM algorithm has the descent property which
means, that the criterion function is reduced in each iteration,

−n−1`pen,λ (θ
[m+1])≤−n−1`pen,λ (θ

[m]). (9.25)

Since −n−1`pen,λ (θ) is bounded from below as discussed in Proposition 9.1, the
following result holds. For the BCD-GEM algorithm, −n−1`pen,λ (θ

[m]) decreases
monotonically to some value ¯̀>−∞.

Furthermore, we show here convergence to a stationary point for the convex penalty
function in (9.10) (which is (9.12) with γ = 0).

Proposition 9.2. Consider the BCD-GEM algorithm for the objective function in
(9.10) (i.e. γ = 0) and denote by θ̂ [m] the parameter vector after m iterations. Then,
every cluster point of the sequence {θ̂ [m];m = 0,1,2, . . .} is a stationary point of the
objective function in (9.10).

A proof is given in the next Section 9.2.10. It uses the crucial facts that Qpen(θ |θ ′)
is a convex function in θ and that it is strictly convex in each coordinate of θ .
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9.2.10 Proof of Proposition 9.2

First, we give a definition of a stationary point for non-differentiable functions (see
also Tseng (2001)). Let u be a function defined on a open set U ⊂ RD: x ∈ U is
called a stationary point if u′(x;d) = limα↓0

u(x+αd)−u(x)
α

≥ 0 ∀d ∈ RD.

The density of the complete data is given by

fc(Y,∆ |θ) =
n

∏
i=1

k

∏
r=1

π
∆i,r
r

(
ρr√
2π

e−
1
2 (ρrYi−Xiφr)

2
)∆i,r

,

whereas the density of the observed data is given by

fobs(Y |θ) =
n

∏
i=1

k

∑
r=1

πr
ρr√
2π

e−
1
2 (ρrYi−Xiφr)

2
,

θ = (φ1, . . . ,φk,ρ1, . . . ,ρk,π1, . . . ,πk−1) ∈Θ .

Furthermore, the conditional density of the complete data given the observed data
is given by g(Y,∆ |Y,θ) = fc(Y,∆ |θ)/ fobs(Y |θ). Then, the penalized negative log-
likelihood fulfills the equation

νpen(θ) = −n−1`
[0]
pen,λ (θ) =−n−1 log fobs(Y |θ)+λ

k

∑
r=1
‖φr‖1

= Qpen(θ |θ ′)−H(θ |θ ′), (9.26)

where Qpen(θ |θ ′) = −n−1E[log fc(Y,∆ |θ)|Y,θ ′] +λ ∑
k
r=1 ‖φr‖1 (compare Section

9.2.9) and H(θ |θ ′) =−n−1E[logg(Y,∆ |Y,θ)|Y,θ ′].
By Jensen’s inequality we get the following well-known relationship:

H(θ |θ ′)≥ H(θ ′|θ ′) ∀ θ ∈Θ . (9.27)

We leave the derivation of (9.27) as Problem 9.4. We note that Qpen(θ |θ ′) and
H(θ |θ ′) are continuous functions in θ and θ ′. If we think of them as functions
in θ with fixed θ ′ we write also Qpen,θ ′(θ) and Hθ ′(θ). Furthermore Qpen,θ ′(θ) is a
convex function in θ and strictly convex in each coordinate of θ .

We are now ready to start with the main parts of the proof which is inspired by
Bertsekas (1995). Let θ [m] be the sequence generated by the BCD-GEM algorithm;
note that we drop the hat-notation in this proof. We need to show for a converging
subsequence θ [m j ]→ θ̄ ∈Θ that θ̄ is a stationary point of νpen(θ). Taking directional
derivatives in equation (9.26) yields

ν
′
pen(θ̄ ;d) = Q′pen,θ̄ (θ̄ ;d)−∇H

θ̄
(θ̄)T d.



9.2 Finite mixture of regressions model 309

Note that ∇H
θ̄
(θ̄) = 0 as Hθ̄

(x) is minimized for x = θ̄ (equation (9.27)). Therefore
it remains to show that Q′pen,θ̄ (θ̄ ;d)≥ 0 for all directions d. Let

z[m]
i = (θ

[m+1]
1 , . . . ,θ

[m+1]
i ,θ

[m]
i+1, . . . ,θ

[m]
D ),

where D = dim(θ) = (k + 1)p+ k− 1. Using the definition of the algorithm we
have:

Qpen,θ [m] (θ
[m])≥Qpen,θ [m] (z

[m]
1 )≥ . . .≥Qpen,θ [m] (z

[m]
D−1)≥Qpen,θ [m] (θ

[m+1]). (9.28)

Additionally, from the properties of GEM (equation (9.26) and (9.27)) we have:

νpen(θ
[0])≥ νpen(θ

[1])≥ . . .≥ νpen(θ
[m])≥ νpen(θ

[m+1]). (9.29)

Equation (9.29) and the converging subsequence imply that the sequence
{νpen(θ

[m]); m = 0,1,2, . . .} converges to νpen(θ̄). Thus we have:

0 ≤ Qpen,θ [m] (θ
[m])−Qpen,θ [m] (θ

[m+1])

= νpen(θ
[m])−νpen(θ

[m+1])+H
θ [m] (θ

[m])−H
θ [m] (θ

[m+1])

≤ νpen(θ
[m])−νpen(θ

[m+1]), (9.30)

where we use in the last inequality that H
θ [m] (θ [m])−H

θ [m] (θ [m+1])≤ 0 due to (9.27).
The right-hand side converges to νpen(θ̄)− νpen(θ̄) = 0 and we conclude that the
sequence {Qpen,θ [m] (θ [m])−Qpen,θ [m] (θ [m+1]); m = 0,1,2, . . .} converges to zero.

We now show that {θ [m j+1]
1 −θ

[m j ]
1 } converges to zero for the subsequence m j ( j→

∞). Assume the contrary, in particular that {z[m j ]
1 −θ [m j ]} does not converge to 0. Let

δ [m j ] = ‖z[m j ]
1 −θ [m j ]‖2. Without loss of generality (by restricting to a subsequence)

we may assume that there exists some δ̄ > 0 such that δ [m j ] > δ̄ for all j. Let

s
[m j ]
1 =

z
[m j ]
1 −θ

[m j ]

δ
[m j ]

where s
[m j ]
1 differs from zero only for the first component. As s

[m j ]
1

belongs to a compact set (‖s[m j ]
1 ‖2 = 1) we may assume that s

[m j ]
1 converges to s̄1.

Let us fix some ε ∈ [0,1]. Notice that 0≤ εδ̄ ≤ δ [m j ]. Therefore, θ [m j ] +εδ̄ s
[m j ]
1 lies

on the segment joining θ [m j ] and z
[m j ]
1 , and belongs to Θ , because Θ is convex. As

Q
pen,θ [m j ] (.) is convex and z

[m j ]
1 minimizes this function over all values that differ

from θ [m j ] along the first coordinate, we obtain

Q
pen,θ [m j ] (z

[m j ]
1 ) = Q

pen,θ [m j ] (θ
[m j ] +δ

[m j ]s
[m j ]
1 )≤ Q

pen,θ [m j ] (θ
[m j ] + εδ̄ s

[m j ]
1 )

≤ Q
pen,θ [m j ] (θ

[m j ]). (9.31)

We conclude, using (9.31) in the second and (9.28) in the last inequality,
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0 ≤ Q
pen,θ [m j ] (θ

[m j ])−Q
pen,θ [m j ] (θ

[m j ] + εδ̄ s
[m j ]
1 )

≤ Q
pen,θ [m j ] (θ

[m j ])−Q
pen,θ [m j ] (z

[m j ]
1 )≤ Q

pen,θ [m j ] (θ
[m j ])−Q

pen,θ [m j ] (θ
[m j+1]).

Using (9.30) and continuity of Qpen,x(y) in both arguments x and y we conclude by
taking the limit j→ ∞:

Qpen,θ̄ (θ̄ + εδ̄ s̄1) = Qpen,θ̄ (θ̄) ∀ε ∈ [0,1].

Since δ̄ s̄1 6= 0, this contradicts the strict convexity of Qpen,θ̄ (x1, θ̄2, . . . , θ̄D) as a func-

tion of the first coordinate. Thus, this contradiction establishes that z
[m j ]
1 converges

to θ̄ .

From the definition of the algorithm we have:

Qpen(z
[m j ]
1 |θ [m j ])≤ Qpen(x1,θ

[m j ]
2 , . . . ,θ

[m j ]
D |θ [m j ]) ∀x1.

By continuity and taking the limit j→ ∞ we then obtain:

Qpen,θ̄ (θ̄)≤ Qpen,θ̄ (x1, θ̄2, . . . , θ̄D) ∀x1.

Repeating the argument for the other coordinates we conclude that θ̄ is a coordi-
natewise minimum. Therefore, following Tseng (2001), θ̄ is easily seen to be a
stationary point of Qpen,θ̄ (.), in particular Q′pen,θ̄ (θ̄ ;d) ≥ 0 for all directions d (see
the definition of a stationary point at the beginning of the proof). 2

9.3 Linear mixed effects models

Unlike for mixture models as in Section 9.2, a grouping structure among observa-
tions may be known. Such a structure can then be incorporated using mixed effects
models which extend linear models by including random effects in addition to fixed
effects. The maximum likelihood approach leads to a problem with a non-convex
loss function. From an algorithmic point of view, we develop a coordinate gradient
descent method and show its numerical convergence to a stationary point. Regarding
statistical properties, oracle results can be established using the more general theory
in Section 9.4. Besides methodology and theory, we will also empirically illustrate
that there may be a striking improvement if we take the cluster or grouping structure
in the data into account.
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9.3.1 The model and `1-penalized estimation

We assume N different groups with corresponding grouping index i = 1, . . . ,N.
There are ni observations within the ith group with corresponding index j =
1, . . . ,ni. Denote by NT = ∑

N
i=1 ni the total number of observations. For each ob-

servation, we observe a univariate response variable Yi j, a p-dimensional fixed ef-
fects covariate Xi j and a q-dimensional random effects covariate Zi j. We consider
the following model:

Yi j = Xi jβ +Zi jbi + εi j, i = 1, . . . ,N, j = 1, . . . ,ni. (9.32)

assuming that εi j ∼N (0,σ2) independent for i = 1, . . . ,N and j = 1, . . . ,ni, bi ∼
Nq(0,Γ ) independent for i = 1, . . . ,N and independent of ε11, . . . ,εNnN . Here we
denote by β ∈ Rp the vector of the unknown fixed effects regression coefficients
and by bi ∈ Rq (i = 1, . . . ,N) the random effects regression coefficients. All obser-
vations have the coefficient vector β in common whereas the value of bi depends on
the group that the observation belongs to. In other words, for each group there are
group-specific deviations bi from the overall effects β . We assume in the sequel that
the design variables Xi j and Zi j are deterministic, i.e., fixed design. Furthermore, we
assume that Γ = Γτ is a covariance matrix where τ is a set of parameters of dimen-
sion q∗ such that Γ is positive definite. Possible structures for Γ include a multiple
of the identity, Γ = τ2I with q∗ = 1, a diagonal matrix Γ = diag(τ2

1 , . . . ,τ
2
q ) with

q∗ = q or a general positive definite matrix with q∗ = q(q+1)/2.

We re-write model (9.32) using the standard notation in mixed effects models (Pin-
heiro and Bates, 2000):

Yi = Xiβ +Zibi + εi, i = 1, . . . ,N, (9.33)

where Yi is an ni× 1 vector of responses of the ith group, Xi is an ni× p fixed
effects design matrix, Zi an ni× q random effects design matrix and εi an ni× 1
error vector. We allow that the number p of fixed effects regression coefficients may
be much larger than the total number of observations, i.e., p� NT . Conceptually,
the number q of random effects may be very large if the covariance matrix Γ = Γτ

is of low dimension q∗. However, in the sequel we will restrict ourselves to the
case where a covariate is modeled with a random effect only if it allows for a fixed
effect in the model as well, that is Zi ⊆ Xi. The aim is to estimate the fixed effects
parameter vector β , the random effects bi and the covariance parameters σ2 and Γ .

From model (9.33) we derive that Y1, . . . ,YN are independent with distributions,

Yi ∼Nni(Xiβ ,Vi(τ,σ
2)),

Vi(τ,σ
2) = ZiΓτ ZT

i +σ
2Ini×ni .

Hence, the negative log-likelihood function of Y1, . . . ,YN is given by (Problem 9.5)
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−`(β ,τ,σ2) =
1
2

N

∑
i=1

(
ni log(2π)+ logdet(Vi)+(Yi−Xiβ )

TV−1
i (Yi−Xiβ )

)
.

(9.34)

9.3.2 The Lasso in linear mixed effects models

Due to the possibly large number of covariates, i.e., the p� NT setting, we regular-
ize by `1-penalization for the fixed regression coefficients and thus achieve a sparse
solution with respect to the fixed effects. Consider the objective function

Qλ (β ,τ,σ
2) =

1
2

N

∑
i=1

(
logdet(Vi)+(Yi−Xiβ )

TV−1
i (Yi−Xiβ )

)
+λ‖β‖1,

(9.35)
where λ ≥ 0 is the regularization parameter and Vi =Vi(τ). Consequently, we esti-
mate the fixed regression coefficient vector β and the covariance parameters τ and
σ2 by

β̂ (λ ), τ̂2(λ ), σ̂2(λ ) = argmin
β ,τ∈Rq∗ ,σ2

Qλ (β ,τ,σ
2), (9.36)

where Rq∗ = {τ ∈Rq∗ ; Γτ positive definite}. We refer to the estimator as the LMM-
Lasso (Linear Mixed effects Model Lasso). For fixed covariance parameters τ , σ2,
the minimization with respect to β is a convex optimization problem. However, over
all parameters, we have a non-convex objective function and hence, we have to deal
with a non-convex problem, see Problem 9.5.

9.3.3 Estimation of the random effects coefficients

The random regression coefficients bi (i = 1, . . . ,N) can be estimated using the max-
imum a-posteriori (MAP) principle. Denoting by p(·) the density of the correspond-
ing Gaussian random variable, we consider

b∗i = argmax
bi

p(bi|Y1, . . . ,YN ;β ,τ,σ2) = argmax
bi

p(bi|Yi;β ,τ,σ2)

= argmax
bi

p(Yi|bi;β ,σ2) · p(bi|τ)
p(Yi|β ,τ,σ2)

= argmin
bi

{
1

σ2 ‖Yi−Xiβ −Zibi‖2
2 +bT

i Γ
−1

τ bi

}
.
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Thus, we obtain

b∗i =
(
ZT

i Zi +σ
2
Γ
−1

τ

)−1 ZT
i ri, ri = (Yi−Xiβ )

which corresponds to a generalized Ridge Regression. Since the true values of β , τ

and σ2 are unknown, the bi’s are estimated by

b̂i =
(
ZT

i Zi + σ̂
2
Γ
−1

τ̂

)−1 ZT
i r̂i,

where r̂i = (Yi−Xiβ̂ ), using the estimates from (9.36).

9.3.4 Selection of the regularization parameter

The estimation method requires to choose a regularization parameter λ . We can
either use a cross-validation scheme for evaluating the out-of-sample negative log-
likelihood or employ the Bayesian Information Criterion (BIC) defined by

−2`(β̂ , τ̂, σ̂2)+ logNT df, (9.37)

where df = |{ j; β̂ j 6= 0}|+ q∗+ 1 is the number of nonzero estimated parameters.
The use of df as a measure of the degrees of freedom is motivated by the results
described in Section 2.11 in Chapter 2 for the ordinary Lasso in linear models. A
more rigorous theoretical argument justifying the use of the BIC criterion for the `1-
penalized MLE in high-dimensional linear mixed effects models is missing: the BIC
has been empirically found to perform reasonably well (Schelldorfer et al., 2011).

9.3.5 Properties of the Lasso in linear mixed effects models

Like the Lasso in linear models, the estimator in (9.36) is shrinking some of the
coefficients β1, . . . ,βp exactly to zero, depending on the value of the regularization
parameter λ . Therefore, we can do variable selection (for fixed effects) as discussed
before. Consider

Ŝ = Ŝ(λ ) = { j; β̂ j(λ ) 6= 0, j = 1, . . . , p}

as an estimator of the true underlying active set S0 = { j; β 0
j 6= 0, j = 1, . . . , p},

where β 0 denotes the true parameter vector.

We discuss in Section 9.4.4 an oracle inequality for the estimator in (9.36). It implies
optimality of the estimator for prediction and an `1-estimation error bound for ‖β̂ −
β 0‖1. As usual, we can then derive a result for variable screening (see Section 2.5,
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Corollary 7.6 and Section 7.8.5): with high probability, Ŝ⊇ S0, assuming a beta-min
condition ensuring sufficiently large (in absolute value) non-zero coefficients.

9.3.6 Adaptive `1-penalized maximum likelihood estimator

As we have discussed in Section 2.8 in Chapter 2 for linear models, the adaptive
Lasso is an effective way to address the bias problems of the Lasso. The adaptive
`1-penalized maximum likelihood estimator uses the following objective function
instead of (9.35):

Qadapt,λ (β ,τ,σ
2)

=
1
2

N

∑
i=1

(
logdet(Vi)+(Yi−Xiβ )

TV−1
i (Yi−Xiβ )

)
+λ

p

∑
k=1

wk|βk|,

where the weights w1, . . . ,wp are derived from an initial estimation in (9.36) with
wk = 1/|β̂init,k(λ )| for k = 1, . . . , p. The adaptive estimator is then defined by:

β̂adapt(λ ), τ̂adapt(λ ), σ̂
2
adapt(λ ) = argmin

β ,τ∈Rq∗ ,σ2
Qadapt,λ (β ,τ,σ

2), (9.38)

where Rq∗ is as in (9.36). We indicate at the end of Section 9.4.4 that an oracle
inequality applies to the adaptive estimator, implying optimality for prediction and
results on estimation error and variable screening.

9.3.7 Computational algorithm

The estimation of the fixed regression parameters and the covariance parameters
can be computed using a Coordinate Gradient Descent (CGD) algorithm. Such an
algorithm has been described in Section 4.7.2 in Chapter 4 for the group Lasso
with non-quadratic loss functions (where we used a block CGD algorithm whereas
here, we do not have to deal with blocks). The main idea is to cycle through the
coordinates and minimize the objective function with respect to only one coordinate
while keeping the other parameters fixed, i.e., a Gauss-Seidel algorithm.

For computation (and also statistical theory), it is more convenient to work with
a reparametrization. Define the parameter θ T = (β T ,τT , log(σ)) = (β T ,ηT ) ∈
Rp+q∗+1, where ηT = (τT , log(σ)) := (η1,η2). Consider the functions

pen(β ) = ‖β‖1 =
p

∑
k=1
|βk|,
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g(θ) =
(1

2

N

∑
i=1

(
logdet(Vi)+(Yi−Xiβ )

TV−1
i (Yi−Xiβ )

)
,

Vi = ZiΓη1ZT
i + exp(η2)Ini×ni ,

Qλ (θ) = g(θ)+pen(β ).

The estimator in (9.36) is then re-written as

θ̂(λ ) = argmin
θ

Qλ (θ), (9.39)

where the optimization is with respect to θ = (β T ,ηT
1 ,η

T
2 ) with Γη1 positive defi-

nite.

In each step, we approximate Qλ (.) by a strictly convex quadratic function. Then
we calculate a descent direction and we employ an inexact line search to ensure a
decrease in the objective function. The ordinary Lasso in a generalized linear model
has only regression coefficients to cycle through. This is in contrast to the prob-
lem here involving two kinds of parameters: fixed effects regression and covariance
parameters.

Let I(θ) be the Fisher information of the model and e j be the jth unit vector. The
computational algorithm is summarized in Algorithm 5, and we turn now to some

Algorithm 5 Coordinate Gradient Descent (CGD) Algorithm
1: Let θ̂ [0] ∈ Rp+q∗+1 be an initial parameter vector. Set m = 0.
2: repeat
3: Increase m by one: m← m+1.

Denote by S [m] the index cycling through the coordinates {1, . . . , p, p+1, . . . , p+q∗+1}:
S [m] = S [m−1] +1 mod (p+q∗+1). Abbreviate by j = S [m] the value of S [m].

4: Choose an approximate 1×1 Hessian H [m] > 0.
5: Compute

d[m] = argmin
d

{
g(θ̂ [m−1])+ ∂

∂θ j
g(θ)|

θ̂ [m−1]d+ 1
2 d2H [m] +λpen(θ̂ [m−1] +de j)

}
. See (9.40)

below.
6: Choose a stepsize α [m] > 0 by the Armijo rule and set θ̂ [m] = θ̂ [m−1] +α [m]d[m]e j . The

step length α [m] is chosen in such a way that in each step, there is an improvement in the
objective function Qλ (.). The Armijo rule itself is defined as follows:
Armijo Rule: Choose α0 > 0 and let α [m] be the largest element of {α0δ `}`=0,1,2,.. satis-
fying

Qλ (θ̂
[m] +α

[m]d[m]e j)≤ Qλ (θ̂
[m])+α

[m]
ρ4[m],

where4[m] = ∂/∂θ jg(θ)|θ̂ [m−1]d[m] +ν(d[m])2H [m] +λpen(θ̂ [m] +d[m]e j)−λpen(θ̂ [m]).
A reasonable choice of the constants are δ = 0.1,ρ = 0.001,ν = 0 and α0 = 1, see Bertsekas
(1995) (and hence with ν = 0, the quadratic term above is irrelevant). For a computational
short-cut, see (9.41) below.

7: until numerical convergence
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details of it.

The initial value θ [0] matters since we are pursuing a non-convex optimization ex-
hibiting local minima. A pragmatic but useful approach is to choose (a CV-tuned)
ordinary Lasso solution for β [0], ignoring the grouping structure among the obser-
vations. By doing so, we ensure that we are at least as good (with respect to the
objective function in (9.39)) as an ordinary Lasso in a linear model. With β [0] at
hand, we then determine the covariance parameters η [0] by pursuing the iterations
in Algorithm 5 for the coordinates p+1, . . . p+q∗+1.

Choice of an approximate Hessian H [m]. The choice of an approximate 1×1 Hessian
H [m] evaluated at the previous iteration θ [m−1] (for the true Hessian which is the sec-
ond partial derivative ∂

∂S [m] g(θ) evaluated at θ [m−1]) in Algorithm 5 is also driven
by considering computational efficiency. For numerical convergence (see Theorem
9.3 below), it is necessary that H [m] is positive and bounded. We base the choice on
the Fisher information I(θ [m−1]), as described already in Section 4.7.2 in Chapter 4
(there, the approximate Hessian is a matrix due to the block up-date structure of the
algorithm): denoting by j = S [m],

H [m] = min(max(I(θ [m−1]) j j,cmin),cmax)

for some constants 0 < cmin < cmax < ∞, e.g., cmin = 10−6 and cmax = 108.

Computation of the direction d[m]. Regarding the computation of the direction d[m],
we have to distinguish whether the index j =S [m] appears in the penalty pen(θ) or
not:

d[m] =



median

(
λ− ∂

∂θ j
g(θ)|

θ [m−1]

H [m] ,−β̂
[m−1]
j ,

−λ− ∂

∂θ j
g(θ)|

θ [m−1]

H [m]

)
,

if j ∈ {1, . . . , p},

− ∂

∂θ j
g(θ)|

θ [m−1]/H [m],

if j ∈ {p+1, . . . , p+q∗+1}.
(9.40)

Simplification of the direction and Armijo rule for the β parameter. If H [m] is not
truncated, i.e., the numerical value equals H [m] = I(θ [m−1]) j j ( j = S [m]), the up-
date for the parameter vector β is explicit by taking advantage that g(θ) is quadratic
with respect to β . Using α0 = 1, the stepsize α [m] = α0 = 1 chosen by the Armijo
rule (with ` = 0) leads to the minimum of g(θ) with respect to the component β j.
The update β̂

[m]
j is then given analytically by

β̂
[m]
j (λ ) = sign

( N

∑
i=1

(Yi− Ỹi)V−1
i x(i)

S [m]

)(|∑N
i=1(Yi− Ỹi)V−1

i x(i)
S [m] |−λ

)
+

∑
N
i=1 x(i)T

S [m]V
−1
i x(i)

S [m]

,

(9.41)
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where the ni× p matrix Xi =(x(i)1 , . . . ,x(i)p ) and Ỹi =X(− j)
i β

[m−1]
(− j) (leaving out the jth

variable). Most often, H [m] = I(θ [m−1]) j j is not truncated and hence, the analytical
formula (9.41) can be used (without the need to compute a direction and perform-
ing a line search). This simplification reduces the computational cost considerably,
especially in the high-dimensional setup.

Due to the non-convexity of the objective function, we are not pursuing some warm-
start initial values but instead, we use for all λ (from a grid of possible values) the
same initial value from e.g. an ordinary Lasso solution. Computational speed-up can
be achieved if the solution is sparse: as in described in Section 4.7.1, an active set
strategy is very effective here as well. Instead of cycling through all coordinates, we
can restrict ourselves to the current active set S(β̂ ) and update all coordinates of β̂

only once a while, e.g., every 10th or 20th iteration.

Using the general theory from Tseng and Yun (2009) on block coordinate gradient
descent algorithms, one can establish the following result.

Proposition 9.3. If θ̂ [m] is chosen according to Algorithm 5, then every cluster point
of {θ̂ [m]}m≥0 is a stationary point of the objective function in (9.39).

We refer the reader for a proof to Schelldorfer et al. (2011).

Due to the non-convexity of the optimization problem, the CGD Algorithm 5 is not
finding a global optimum. However, the non-convexity is only due to the covariance
parameters. If q∗ is small, we could, in principle, compute a global optimum over
all the parameters by using convex optimization for fixed τ, σ2 and varying these
parameters over a (q∗+1)-dimensional grid.3

9.3.8 Numerical results

We illustrate the performance of the `1-penalized maximum likelihood estima-
tor (9.36) (LMMLasso) where we choose the regularization parameter via BIC in
(9.37). We compare it with the Lasso and adaptive Lasso for linear models, using
BIC for selecting the regularization parameter, as described in Chapter 2; and thus,
with the latter two methods, the grouping structure is neglected. We mainly focus
here on predicting new observations whose group-membership is known, e.g., so-
called within-group prediction.

We consider the following scenario: N = 25 groups, ni ≡ 6 for i = 1, . . . ,N ob-
servations per group, q = 3 random effects and s0 = 5 active fixed effects vari-
ables with β = (1,1.5,1.2,1,2,0, . . . ,0)T , σ = 1. The covariates are generated as
(Xi j)

(−1) ∼Np−1(0,Σ) with Σrs = 0.2|r−s| for r,s ∈ {1, . . . , p−1} whereas the first

3 For the case where q∗ = 1 and τ ∈ R>0, the non-convexity arises due to a one-dimensional ratio
of the variance parameters.
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component of Xi j corresponds to an intercept, i.e., X (1)
i j ≡ 1. We only alter the num-

ber of fixed covariates p and the variance parameter τ2, where Γτ = τ2Iq×q. The
three models considered are

M1: p = 10, M2: p = 100, M3: p = 500.

For measuring the quality of prediction, we generate a test set with 50 observations
per group and calculate the mean squared prediction error. The results are shown
in Table 9.1. We see very clearly that with higher degree of grouping structure, i.e.,

Model τ2 LMMLasso Lasso adaptive Lasso
M1 0 1.01 1.00 1.01

(p = 10) 0.25 1.33 1.76 1.84
1 1.66 3.74 3.74
2 1.67 5.92 6.25

M2 0 1.12 1.26 1.09
(p = 100) 0.25 1.51 1.75 1.75

1 1.94 4.35 4.53
2 2.49 7.04 7.02

M3 0 1.22 1.18 1.26
(p = 500) 0.25 1.83 2.63 2.67

1 2.00 4.35 3.78
2 2.54 10.30 8.26

Table 9.1 Mean squared prediction error for three simulation examples. LMMLasso uses infor-
mation about which variables have random effects and the structure Γ = τ2I, whereas Lasso and
adaptive Lasso ignore the grouping structure in the data. Regularization parameters are chosen via
BIC.

with larger value of τ2, the prediction is markedly improved by taking the grouping
structure into account: that is, Lasso and adaptive Lasso in linear models perform
substantially worse than LMMLasso. We do not show here the error when treating
all groups as separate datasets: such an approach would also be substantially worse
than LMMLasso which borrows strength from other groups via the fixed effects
(which are the same across groups).

9.3.8.1 Application: Riboflavin production data

We apply the `1-penalty procedure for linear mixed effects models, the LMMLasso
from (9.36), on real data about riboflavin production with bacillus subtilis. A version
of the data-set has been introduced in Section 9.2.6. The response variable is the log-
arithm of the riboflavin production rate of Bacillus subtilis. Here, there are p= 4088
covariates measuring the gene expression levels and N = 28 samples (groups) with
ni ∈ {2, . . . ,6} and NT = 111 observations. Observations in the same group arise
from repeated measurements of the same strain of (genetically engineered) bacillus
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subtilis while different groups correspond to different strains. We standardize all co-
variates to have overall mean zero and variance one. For this example, we include
an unpenalized fixed effect intercept term (the first fixed effect covariable), that is,
the penalty is of the form λ ∑

4089
j=2 |β j|.

First, we address the issue of determining the covariates which have both a fixed
and a random regression coefficient, that is, we have to find the matrix Zi ⊂ Xi. We
first use the (ordinary) Lasso for fixed effects only, using 10-fold cross-validation
for tuning parameter selection. This yields a first active set Ŝinit. Then, for each
variable j ∈ Ŝinit, we fit a mixed effects model where only the jth variable has a
random effect, that is, we fit different mixed effects models with a single random
effect only. From these models, we obtain estimates of the corresponding variances
of random effects:

{τ̂ j; j ∈ Ŝinit}.

We then include random effects for covariates j∈ Ŝinit where τ̂ j > κ for some thresh-
old κ . Following this strategy (and using κ = 0.05), it seems reasonable to fit a
model where two covariates have an additional random effect. Denoting these vari-
ables as k1 and k2, the model can be written as

Yi j = Xi jβ +Zi j,k1bi,k1 +Zi j,k2 bik2 + εi j, i = 1, . . . ,N, j = 1, . . . ,ni. (9.42)

For the covariance structure, we assume independent random effects with different
variances.

We compare the results of LMMLasso and the adaptive LMMLasso with the plain
Lasso and plain adaptive Lasso; the latter two methods ignore the grouping structure
in the observations. Table 9.2 describes the results. We see that the error variance of

Estimates LMMLasso adaptive LMMLasso Lasso adaptive Lasso
σ̂2 0.18 0.15 0.30 0.20
τ̂2

k1
0.17 0.08 – –

τ̂2
k2

0.03 0.03 – –
|Ŝ| 18 14 21 20

Table 9.2 Riboflavin production data. Estimates of the error variance, of variances of two random
effects and size of the estimated active set. LMMLasso and its adaptive version, in comparison to
the Lasso and the adaptive Lasso ignoring the grouping structure in the data.

the Lasso can be considerably reduced using the LMMLasso, and likewise for the
corresponding adaptive versions. For the LMMLasso, 53% (= (0.17 + 0.03)/(0.18 +
0.17 + 0.03)) of the total variability is due to the between-group effect. This clearly
indicates that there is indeed a substantial variation between the groups. The esti-
mated active sets of LMMLasso or adaptive LMMLasso are a bit smaller than using
Lasso or the adaptive Lasso, respectively.
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In Section 9.2.6, we used a finite mixture of regressions (FMR) model to account
for possible inhomogeneity among different (mixture) components in the riboflavin
production data. There, we ignored the fact that we actually have information about
grouping of different observations (different groups correspond to different strains
of bacillus subtilis). We simply used a blind mixture modeling approach to incor-
porate inhomogeneity into the model. In contrast, a linear mixed effects model is
based on a known grouping structure among the observations. The two modeling
approaches should not be compared to each other.

9.4 Theory for `1-penalization with non-convex negative
log-likelihood

We present here some theory for `1-penalized smooth likelihood problems which are
generally non-convex: `1-penalized likelihood estimation in mixture of regressions
models or mixed effects models discussed in the previous sections are then special
cases thereof.

9.4.1 The setting and notation

Consider a parametrized family of densities { fψ ; ψ ∈Ψ} with respect to Lebesgue
measure µ on R (i.e. the range for the response variable). The parameter space Ψ is
assumed to be a bounded subset of some finite-dimensional space, say

Ψ ⊂ {ψ ∈ Rd ; ‖ψ‖∞ ≤ K},

where we have equipped (quite arbitrarily) the space Rd with the sup-norm ‖ψ‖∞ =
max1≤ j≤d |ψ j|. In our setup, the dimension d will be regarded as a fixed constant
(which still covers high-dimensionality of the covariates, as we will see).

We assume a setting with a covariate X ∈X ⊆ Rp and a response variable Y ∈ R.
The true conditional density of Y given X = x is assumed to be equal to

fψ0(·|x) = fψ0(x)(·),

where
ψ

0(x) ∈Ψ , ∀ x ∈X .

That is, we assume that the true conditional density of Y given x is depending on
x only through some parameter function ψ0(x). Of course, the introduced notation
also applies to fixed instead of random covariates.
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The parameter {ψ0(x); x ∈X } is assumed to have a nonparametric part of interest
{g0(x); x ∈X } and a low-dimensional nuisance part η0, i.e.,

ψ
0(·) = ((g0(·))T ,(η0)T )T ,

with
g0(x) ∈ Rk, ∀ x ∈X , η

0 ∈ Rm, k+m = d.

In case of finite mixture of regressions (FMR) models from Section 9.2, g(x)T =
(φ T

1 x,φ T
2 x, . . . ,φ T

k x) and η involves the parameters ρ1, . . . ,ρk,π1, . . . ,πk−1. (In pre-
vious chapters we used the notation xφ1, assuming that x is a 1× p vector). More
details are given in Section 9.4.3. For linear mixed effects models from Section 9.3,
g(x) = β T x and η = (τ, log(σ))T , see also Section 9.4.4.

With minus the log-likelihood as loss function, the so-called excess risk

E (ψ|ψ0) =−
∫

log(
fψ(y)
fψ0(y)

) fψ0(y)µ(dy)

is the Kullback-Leibler information. For fixed covariates X1, . . . ,Xn, we define the
average excess risk

Ē (ψ|ψ0) =
1
n

n

∑
i=1

E

(
ψ(Xi)

∣∣∣∣ψ0(Xi)

)
,

and for random design, we take the expectation E(E (ψ(X)|ψ0(X)).

9.4.1.1 The margin

As in Section 6.4 from Chapter 6, we call the behavior of the excess risk E (ψ|ψ0)
near ψ0 the margin. We will show in Lemma 9.1 that the margin is quadratic.

Denote by
`ψ(·) = log fψ(·)

the log-density. Assuming the derivatives exist, we define the score function

sψ(·) =
∂`ψ(·)

∂ψ
,

and the Fisher information

I(ψ) =
∫

sψ(y)sT
ψ(y) fψ(y)µ(dy) =−

∫
∂ 2`ψ(y)
∂ψ∂ψT fψ(y)µ(dy).

Of course, we can then also look at I(ψ(x)) using the parameter function ψ(x).
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In the sequel, we introduce some conditions (Conditions 1 - 5). First, we will assume
boundedness of third derivatives.

Condition 1 It holds that

sup
ψ∈Ψ

max
( j1, j2, j3)∈{1,...,d}3

∣∣∣∣ ∂ 3

∂ψ j1∂ψ j2∂ψ j3
`ψ(·)

∣∣∣∣≤ G3(·),

where
sup

x

∫
G3(y) fψ0(y|x)dµ(y)≤C3 < ∞.

For a symmetric, positive semi-definite matrix A, we denote by Λ 2
min(A) be its small-

est eigenvalue.

Condition 2 For all x, the Fisher information matrix I(ψ0(x)) is positive definite,
and in fact

Λmin = inf
x

Λmin(I(ψ0(x)))> 0.

Furthermore, we will need the following identifiability condition.

Condition 3 For all ε > 0, there exists an αε > 0, such that

inf
x

inf
ψ∈Ψ

‖ψ−ψ0(x)‖2>ε

E (ψ|ψ0(x))≥ αε .

Based on these three conditions we have the following result:

Lemma 9.1. Assume Conditions 1, 2, and 3. Then

inf
x

E (ψ|ψ0(x))
‖ψ−ψ0(x)‖2

2
≥ 1

c2
0
,

where

c2
0 = max

[
1
ε0
,

dK2

αε0

]
, ε0 =

3Λ 2
min

2d3/2 .

A proof is given in Section 9.5.

9.4.1.2 The empirical process

We now specialize to the case where

ψ(x)T = (gφ (x)T ,ηT ),
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gφ (x)T = (g1(x), . . . ,gk(x)),

gr(x) = gφr(x) = φ
T
r x, x ∈ Rp, φr ∈ Rp, r = 1, . . . ,k.

Thus, we focus on g(·) functions which are linear in some parameters φ . We also
write

ψϑ (x)T = (gφ (x)T ,ηT ), ϑ
T = (φ T

1 , . . . ,φ
T
k ,η

T )

to make the dependence of the parameter function ψ(x) on ϑ more explicit.

We will assume that

sup
x
‖φ T x‖∞ = sup

x
max

1≤r≤k
|φ T

r x| ≤ K.

This can be viewed as a combined condition on X and φ . For example, if X is
bounded by a fixed constant, this supremum (for fixed φ ) is finite.

Our parameter space is now

Θ̃ ⊂ {ϑ = (φ T
1 , . . . ,φ

T
k ,η

T )T ; sup
x
‖φ T x‖∞ ≤ K, ‖η‖∞ ≤ K}. (9.43)

Note that Θ̃ is in principle (pk+m)-dimensional. The true parameter ϑ 0 is assumed
to be an element of Θ̃ .

Let us define

`ϑ (x, ·) = log fψ(x)(·), ψ(x)T = ψϑ (x)T = (gφ (x)T ,ηT ), ϑ
T = (φ T

1 , . . . ,φ
T
k ,η

T ),

and consider the empirical process for fixed covariates X1, . . . ,Xn:

Vn(ϑ) =
1
n

n

∑
i=1

(
`ϑ (Xi,Yi)−E[`ϑ (Xi,Y )|Xi]

)
.

We now fix some T ≥ 1 and λ0 ≥ 0 and define the set

T =

 sup
ϑ=(φT ,ηT )T∈Θ̃

∣∣∣∣Vn(ϑ)−Vn(ϑ
0)

∣∣∣∣
(‖φ −φ 0‖1 +‖η−η0‖2)∨λ0

≤ T λ0

 . (9.44)

9.4.2 Oracle inequality for the Lasso for non-convex loss functions

For an optimality result, we need some condition on the design. Denote the active
set, i.e., the set of non-zero coefficients, by
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S0 = {(r, j); φ
0
r, j 6= 0}, s0 = |S0|,

and let
φS = {φr, j; (r, j) ∈ S}, S⊆ {1, . . . ,k}×{1, . . . , p}.

Furthermore, let

Σ̂X =
1
n

n

∑
i=1

XT
i Xi,

(where here, we denote by Xi = (X (1)
i , . . . ,X (p)

i ) a (1× p)-vector).

Condition 4 (Restricted eigenvalue condition; see also Section 6.13.7). There exists
a constant κ ≥ 1, such that for all φ ∈ Rpk satisfying

‖φSc
0
‖1 ≤ 6‖φS0‖1,

it holds that

‖φS0‖
2
2 ≤ κ

2
k

∑
r=1

φ
T
r Σ̂X φr.

For ψ(·)T = (g(·)T ,ηT ), we use the notation

‖ψ‖2
Qn =

1
n

n

∑
i=1

k

∑
r=1

g2
r (Xi)+

m

∑
j=1

η
2
j .

We also write for g(·) = (g1(·), . . . ,gk(·))T ,

‖g‖2
Qn =

1
n

n

∑
i=1

k

∑
r=1

g2
r (Xi).

Thus

‖gφ‖2
Qn =

k

∑
r=1

φ
T
r Σ̂X φr,

and the bound in the restricted eigenvalue condition then reads

‖φS0‖
2
2 ≤ κ

2‖gφ‖2
Qn .

We employ the `1-penalized estimator

ϑ̂(λ ) = (φ̂ T (λ ), η̂T (λ ))T

= argmin
ϑ T=(φT ,ηT )∈Θ̃

{
−1

n

n

∑
i=1

`ϑ (Xi,Yi)+λ

k

∑
r=1
‖φr‖1

}
. (9.45)

We omit in the sequel the dependence of ϑ̂ on λ . Note that we consider here a global
minimizer: it may be difficult to compute if the empirical risk −n−1

∑
n
i=1 `ϑ (Xi,Yi)
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is non-convex in ϑ . We write ‖φ‖1 = ∑
k
r=1 ‖φr‖1 and denote by

ψ̂(x) = (g
φ̂
(x)T , η̂T )T .

Theorem 9.1. (Oracle result for fixed design). Assume fixed covariates X1, . . . ,Xn,
Conditions 1-3 and 4, and that λ ≥ 2T λ0 for the estimator in (9.45) with T and
λ0 as in (9.44). Then on T , defined in (9.44), for the average excess risk (average
Kullback-Leibler loss),

Ē (ψ̂|ψ0)+2(λ −T λ0)‖φ̂ −φ
0‖1 ≤ 9(λ +T λ0)

2c2
0κ

2s0,

where c0 and κ are defined in Lemma 9.1 and Condition 4, respectively.

A proof is given in Section 9.5. The oracle inequality of Theorem 9.1 has the usual
interpretation, see Chapter 6. The rate for λ0 is

λ0 �Mn log(n)

√
log(p∨n)

n
,

as described by the definition in (9.46), where the rate for Mn is depending on the
model of interest. For example, for finite mixture of regressions (FMR) models, the
rate is Mn �

√
log(n) as used in Lemma 9.2 and 9.3 below. On the other hand, for

linear mixed effects models, we have Mn � log(n) as indicated after formula (9.53).
We then obtain

Ē (ψ̂(λ )|ψ0)≤ 9(λ +T λ0)
2c2

0κ
2s0 = O(κ2s0M2

n log(n)2 log(p∨n)/n),

saying that the average Kullback-Leibler (excess) risk achieves the optimal conver-
gence rate, up to the factor log(n)2M2

n log(p∨ n) as if one knew the s0 non-zero
coefficients.

As a second implication, we obtain an estimation error bound

‖φ̂ −φ
0‖1 ≤ 9(λ +T λ0)c2

0κ
2s0/2.

From such a result, and assuming a beta-min condition requiring that the non-zero
coefficients are sufficiently large, one can derive a variable screening result (see
Section 2.5, Corollary 7.6 and Section 7.8.5): on T ,

Ŝ = {(r, j); φ̂r, j 6= 0} ⊇ S0.

We will show in Section 9.4.3, for finite mixture of regressions (FMR) models, that
the probability of the set T is large, as established by Corollary 9.1. The proof relies
on more general results, here formulated as Lemma 9.2. We make the following
assumption.
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Condition 5 For the score function sϑ (·) = sψϑ
(·) we have:

sup
ϑ∈Θ̃

‖sϑ (·)‖∞ ≤ G1(·).

Condition 5 primarily has notational character. Later, in Lemma 9.2 and particularly
in Lemma 9.3, the function G1(·) needs to be sufficiently regular.

Define

λ0 = Mn logn

√
log(p∨n)

n
, (9.46)

(often, Mn �
√

log(n) or Mn � log(n), depending on the model under considera-
tion). Let IPx denote the probability for a fixed design x = (X1, . . . ,Xn). With the
expression l{·} we denote the indicator function.

Lemma 9.2. Assume Condition 5. Then, for constants c1, c2 and c3 depending on k
and K, and for all T ≥ 1,

sup
ϑ T=(φT ,ηT )∈Θ̃

∣∣∣∣Vn(ϑ)−Vn(ϑ
0)

∣∣∣∣
(‖φ −φ 0‖1 +‖η−η0‖2)∨λ0

≤ c1T λ0,

with IPx probability at least

1− c2 exp
[
−T 2 log(n)2n log(p∨n)

c2
3

]
− IPx

(
1
n

n

∑
i=1

F(Yi)> T λ
2
0 /(dK)

)
,

where (for i = 1, . . . ,n)

F(Yi) = G(Yi)l{G1(Yi)> Mn}+E
[

G1(Y )l{G1(Y )> Mn}
∣∣∣∣X = xi

]
.

Regarding the constants λ0 and K, see (9.46) and (9.43), respectively.

A proof is given in Section 9.5.

9.4.3 Theory for finite mixture of regressions models

In the finite mixture of regressions (FMR) model from (9.2) with k components, the
parameter is ϑ T = (φ T ,ηT ) = (φ T

1 , . . . ,φ
T
k , logρ1, . . . , logρk, logπ1, . . . , logπk−1),

where ρr = σ−1
r is the inverse standard deviation in mixture component r and the
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πr’s are the mixture probabilities. For mathematical convenience and simpler no-
tation, we consider here the log-transformed ρ and π parameters in order to have
lower and upper bounds for ρ and π . Obviously, there is a one-to-one correspon-
dence between ϑ and θ from Section 9.2.1.1.

Let the parameter space be

k−1

∑
r=1

πr < 1},

and πk = 1−∑
k−1
r=1 πr.

As in (9.45), we consider

ϑ̂(λ ) = argmin
ϑ∈Θ̃

−n−1
n

∑
i=1

log

(
k

∑
r=1

πr
ρr√
2π

exp(−1
2
(ρrYi−Xiφr)

2)

)

+ λ

k

∑
r=1
‖φr‖1. (9.48)

This is the estimator from Section 9.2.2.2 with γ = 0. We emphasize the bounded-
ness of the parameter space by using the notation Θ̃ . We focus here on any global
minimizer of the penalized negative log-likelihood which is very difficult (or virtu-
ally impossible) to compute.

In the following, when writing θ̂(λ ), we mean the estimator transformed from ϑ̂(λ )
to θ̂(λ ) in the parametrization θ from Section 9.2.1.1. As before, we denote the
average excess risk by Ē (θ̂(λ )|θ 0).

9.4.3.1 Oracle result for FMR models

We specialize now our results from Section 9.4.2 to FMR models.

Proposition 9.4. For fixed design FMR models as in (9.2) with Θ̃ in (9.47), Condi-
tions 1,2 and 3 are met, for appropriate C3, Λmin and {αε}, depending on k and K.
Also Condition 5 holds, with

G1(y) = eK |y|+K.

Proposition 9.4 follows from straightforward calculations and we leave the deriva-
tion as Problem 9.7.

In order to show that the probability for the set T is large, we invoke Lemma 9.2
and the following result.

Θ̃ ⊂ {ϑ ; sup
x
‖φ T x‖∞≤ K,‖ logρ‖∞≤ K,−K≤ logπ1≤ 0, . . . ,−K≤ logπk−1

(9.47)

≤ 0,



328 9 Non-convex loss functions and `1-regularization

Lemma 9.3. For fixed design FMR models as in (9.2) with Θ̃ in (9.47): for some
constants c4, c5 and c6, depending on k, and K, and for Mn = c4

√
logn and n≥ c6,

the following holds:

IPx

(
1
n

n

∑
i=1

F(Yi)> c5
logn

n

)
≤ 1

n
,

where, for i = 1, . . . ,n,

F(Yi) = G1(Yi)l{G1(Yi)> Mn}+E[G1(Y )l{G1(Y )> Mn}|X = Xi],

and G1(·) is as in Proposition 9.4.

A proof is given in Section 9.5.

Hence, the oracle result in Theorem 9.1 for the `1-penalized estimator in the FMR
model holds on a set T , summarized in Theorem 9.2, and this set T has large prob-
ability due to Lemma 9.2 and Lemma 9.3 as described in the following corollary.

Corollary 9.1. For fixed design FMR models as in (9.2) with Θ̃ in (9.47), we have
for constants c2,c4,c7,c8 depending on k, and K,

IP[T ]≥ 1− c2 exp
[
−T 2 log(n)2 log(p∨n)

c2
7

]
−n−1 for all n≥ c8,

where T is defined with λ0 = Mn log(n)
√

log(p∨n)/n and Mn = c4
√

log(n).

Theorem 9.2. (Oracle result for FMR models). Consider a fixed design FMR model
as in (9.2) with Θ̃ in (9.47). Assume Condition 4 (restricted eigenvalue condition)
and that λ ≥ 2T λ0 for the estimator in (9.48). Then on T , which has large probabil-
ity as stated in Corollary 9.1, for the average excess risk (average Kullback-Leibler
loss),

Ē (θ̂(λ )|θ 0)+2(λ −T λ0)‖φ̂Sc
0
‖1 ≤ 9(λ +T λ0)

2c2
0κ

2s0,

where c0 and κ are defined in Lemma 9.1 and Condition 4, respectively.

Note that the Conditions 1, 2, 3 and 5 hold automatically for FMR models, as de-
scribed in Proposition 9.4. We still require a restricted eigenvalue condition on the
design, here Condition 4.

The interpretation of Theorem 9.2 is as follows. One can choose λ = 2T λ0 �√
log(n)3 log(p∨n)/n, using λ0 as in Corollary 9.1. For the average excess risk

(Kullback-Leibler divergence) we have a convergence rate of

Ē (θ̂(λ )|θ0) = OP
(
κ

2s0 log(n)3 log(p∨n)/n
)

which is up to the log-factors the rate if one knew which of the s0 variables were
active. Furthermore, the oracle inequality implies
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‖φ̂ −φ
0‖1 = OP

(
κ

2s0

√
log(n)3 log(p∨n)/n

)
.

This allows to derive a variable screening property analogous to Section 2.5 (e.g.
formula (2.13)), and we also refer to Corollary 7.6. If the non-zero coefficients of
φ 0 are sufficiently large,

min
(r, j)∈S0

|φ 0
r, j| � O

(
κ

2s0

√
log(n)3 log(p∨n)/n

)
,

(the analogue of the beta-min condition in formula (2.23)) then, with high probabil-
ity,

Ŝ = {(r, j); φ̂r, j 6= 0, r = 1, . . . ,k, j = 1, . . . , p} ⊇ S0

using the notation as in (9.19).

Without Condition 4 about restricted eigenvalues, one can still derive a high-
dimensional consistency result:

Ē (θ̂(λ )|θ 0) = oP(1) (n→ ∞), (9.49)

requiring ‖φ 0‖1 = ∑
k
r=1 ‖φ 0

r ‖1 = o(
√

n/(log(n)3 log(p∨n))) (n→ ∞) and choos-
ing λ = C

√
log(n)3 log(p∨n)/n for some C > 0 sufficiently large. We leave the

derivation of (9.49) as Problem 9.8.

9.4.4 Theory for linear mixed effects models

We can establish an oracle inequality for linear mixed effects models using the gen-
eral theory presented in Sections 9.4.1-9.4.2.

As before, consider the group index i = 1, . . . ,N and let ni ≡ n denote the number
of observations within a group. Furthermore, denote by Yi ∈ Y ⊂ Rn the response
variable, Xi the fixed covariates in some space X n ⊂Rn×p and Zi ⊂Xi. Define the
parameter θ T = (β T ,τT , log(σ)) = (β T ,ηT ) ∈Rp+q∗+1 as in Section 9.3.7 and de-
note by θ 0 the true parameter vector. For a constant 0<K <∞, define the parameter
space to be

Θ̃ = {θ = (β T ,ηT )T ; sup
x∈X
|β T x| ≤ K, ‖η‖∞ ≤ K, Γη1 positive definite}

⊂ Rp+q∗+1, (9.50)

where ‖η‖∞ = maxl=1,...,q∗+1 |ηl | and Γη1 is as in (9.39). We modify the estimator
in (9.36) by restricting the solution to be in the compact parameter space Θ̃ :
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θ̂(λ ) = argmin
θ∈Θ̃

(1
2

N

∑
i=1

(log(det(Vi))+(Yi−Xiβ )
TV−1

i (Yi−Xiβ ))+λ‖β‖1

)
.

(9.51)

Denote by fθ ,Xi,Zi (θ ∈Θ) the Gaussian density for Yi with respect to the above
parametrization. The excess risk is

EX,Z(θ |θ 0) =
∫

log
( fθ 0,X,Z(y)

fθ ,X,Z(y)

)
fθ 0,X,Z(y)µ(dy), (9.52)

and we define the average excess risk as

E X1,...,XN ,Z1,...,ZN (θ |θ
0) =

1
N

N

∑
i=1

EXi,Zi(θ |θ
0).

We now state some assumptions.

(A1) The eigenvalues of ZT
i Zi, denoted by

(
ν
(i)
j

)q
j=1 (i = 1, . . . ,N), are bounded:

ν
(i)
j ≤ K < ∞ for all i and j, with K from (9.50).

(A2)

(a) Let
(
ω

(i)
j

)n
j=1 be the eigenvalues of ZiΓτ0ZT

i for i = 1, . . . ,N. At least two
eigenvalues are different, i.e., for all i there exist j1 6= j2 ∈ {1, . . . ,n} such
that ω

(i)
j1
6= ω

(i)
j2

.

(b) For i = 1, . . . ,N, the matrices Ωi defined by

(Ωi)r,s = trace

(
V−1

i
∂Vi

∂θp+r
V−1

i
∂Vi

∂θp+s

)∣∣∣∣∣
θ=θ 0

, r,s = 1, . . . ,q∗+1

are strictly positive definite.

(A3) There exists a constant κ ≥ 1, such that for all β ∈ Rp satisfying

‖βSc
0
‖1 ≤ 6‖βS0‖1

it holds that

‖βS0‖
2
2 ≤ κ

2
β

T
Σ̂X ,nβ ,

where Σ̂X ,n = (Nn)−1
∑

N
i=1 ∑

n
j=1 XT

i j Xi j with (1× p)-vector Xi j = (X (1)
i j , . . . ,X (p)

i j ),
S0 = { j; β 0

j 6= 0} and s0 = |S0|.

Assumption (A2)(a) automatically holds if the covariance matrix of the random
effects is of the form Γτ = τ2Iq×q (Problem 9.6). Assumption (A3) is a restricted
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eigenvalue assumption as in Condition 4 in Section 9.4.2. Following the general
theory in Section 9.4, we outline now an oracle inequality for linear mixed effects
models. Define

λ0 = MN log(N)

√
log(p∨N)

N
, (9.53)

where the constant MN � log(N). For any T ≥ 1, let T be a set defined by the
underlying empirical process. It can be shown that this set T has large probability,
thereby using assumption (A1).

Proposition 9.5. Consider the estimator (9.51). Under Assumptions (A1)-(A3), and
for λ ≥ 2T λ0, then, on T , for the average excess risk,

Ē (θ̂(λ )|θ0)+2(λ −T λ0)‖β̂ −β
0‖1 ≤ 9(λ +T λ0)

2c2
0κ

2s0

for a constant c0 (which is independent of N, n, p and the design).

We do not provide a proof but point out that the result can be established using the
theory from Section 9.4. The details are given in Schelldorfer et al. (2011). We
remark again that assumption (A1) is used to show that IP[T ] is large, but we also
need it to ensure quadratic behavior of the margin (see also Lemma 9.1).

The interpretation of Proposition 9.5 is again as for FMR models discussed after
Theorem 9.2 in Section 9.4.3.1. Choose λ = 2T λ0�

√
log(N)4 log(p∨N)/N, using

(9.53) with MN � log(N), and thus, for the average excess risk (Kullback-Leibler
divergence), the estimator has convergence rate

Ē (θ̂(λ )|θ0) = OP
(
κ

2s0 log(N)4 log(p∨N)/N
)

which is up to the log-factors the rate if one knew which of the s0 variables were
active. The oracle inequality also implies an `1-norm estimation error bound:

‖β̂ −β
0‖1 = OP

(
κ

2s0

√
log(N)4 log(p∨N)/N

)
.

Using this, we can then derive a variable screening property as in Section 2.5, see
also Corollary 7.6: if the non-zero coefficients of β 0 are sufficiently large,

min
j∈S0
|β 0

j | � O
(

κ
2s0

√
log(N)4 log(p∨N)/N

)
(the analogue of the beta-min condition in formula 2.23) then, with high probability,

Ŝ = { j; β̂ j 6= 0, j = 1, . . . , p} ⊇ S0.
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An oracle inequality and an `1-estimation error bound can be established for the
adaptive LMMLasso estimator in (9.38) as well. Assuming a beta-min condition,
such a result is given in Schelldorfer et al. (2011).

9.5 Proofs for Section 9.4

9.5.1 Proof of Lemma 9.1

It is clear that

E (ψ|ψ0) = (ψ−ψ
0)T I(ψ0)(ψ−ψ

0)/2+ rψ ,

where

|rψ | ≤
‖ψ−ψ0‖3

1
6

∫
sup
ψ∈Ψ

max
j1, j2, j3

∣∣∣∣ ∂ 3lψ
∂ψ j1∂ψ j2∂ψ j3

∣∣∣∣ fψ0dµ

≤ d3/2C3

6
‖ψ−ψ

0‖3
2.

Hence

E (ψ|ψ0(x))≥ ‖ψ−ψ
0(x)‖2

2Λ
2
min/2−d3/2C3‖ψ−ψ

0(x)‖3
2/6.

Now, apply the auxiliary lemma below, with K2
0 = dK2, Λ 2 = Λ 2

min/2, and
C = d3/2C3/6. tu
Auxiliary Lemma. Let h : [−K0,K0]→ [0,∞) have the following properties:

(i) ∀ ε > 0 ∃ αε > 0 such that infε<|z|≤K0 h(z)≥ αε ,

(ii) ∃ Λ > 0, C > 0, such that ∀ |z| ≤ K0, h(z)≥Λ 2z2−C|z|3.

Then ∀ |z| ≤ K0,
h(z)≥ z2/C2

0 ,

where

C2
0 = max

[
1
ε0
,

K2
0

αε0

]
, ε0 =

Λ 2

2C
.

Proof (Auxiliary Lemma).
If ε0 > K0, we have h(z)≥Λ 2z2/2 for all |z| ≤ K0.

If ε0 ≤ K0 and |z| ≤ ε0, we also have h(z)≥ (Λ 2− ε0C)z2 ≥Λ 2z2/2.

If ε0 ≤ K0 and ε0 < |z| ≤ K0, we have h(z)≥ αε0 = K2
0 αε0/K2

0 ≥ |z|2αε0/K2
0 . tu
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9.5.2 Proof of Lemma 9.2

In order to prove Lemma 9.2, we first state and proof a suitable entropy bound:

We introduce the norm

‖h(·, ·)‖Pn =

√
1
n

n

∑
i=1

h2(xi,Yi).

For a collection H of functions on X ×Y , we let H(·,H ,‖ · ‖Pn) be the entropy
of H equipped with the metric induced by the norm ‖ · ‖Pn (for a definition of the
entropy of a metric space see Section 14.12 in Chapter 14).

Define for ε > 0,

Θ̃(ε) = {ϑ T = (φ T
1 , . . . ,φ

T
k ,η

T ) ∈ Θ̃ : ‖φ −φ0‖1 + ‖η−η0‖2 ≤ ε}.

Entropy Lemma. For a constant C0 depending on k and m (the dimensions of the
parts of the parameter ψ), we have for all u > 0 and Mn > 0,

H
(

u,
{
(`ϑ − `ϑ∗)l{G1 ≤Mn} : ϑ ∈ Θ̃(ε)

}
,‖ · ‖Pn

)
≤C0

ε2M2
n

u2 log
(

εMn

u

)
.

Proof (Entropy Lemma).
We have

|`ϑ (x,y)− `
ϑ̃
(x,y)|2 ≤ G2

1(y)
[ k

∑
r=1
|(φr− φ̃r)

T x|+‖η− η̃‖1

]2

≤ dG2
1(y)

[ k

∑
r=1
|(φr− φ̃r)

T x|2 +‖η− η̃‖2
2

]
.

It follows that

‖(`ϑ − `
ϑ̃
)l{G1 ≤Mn}‖2

Pn ≤ dM2
n

[ k

∑
r=1

1
n

n

∑
i=1
|(φr− φ̃r)

T xi|2 +‖η− η̃‖2
2

]
.

Let N(·,Λ ,d) denote the covering number of a metric space (Λ ,d) with metric (in-
duced by the norm) d, and H(·,Λ ,d) = logN(·,Λ ,d) be its entropy (for a definition
of the covering number of a metric space see Section 14.12 in Chapter 14. If Λ is a
ball with radius ε in Euclidean space RN , one has by Lemma 14.27,

H(u,Λ ,d)≤ N log
(

3ε

u

)
,∀ u > 0.
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Thus H(u,{η ∈Rm : ‖η−η0‖2≤ ε},‖·‖2)≤m log
( 5ε

u

)
, ∀u> 0. Moreover, apply-

ing a bound as in Lemma 2.6.11 of van der Vaart and Wellner (1996), see Lemma
14.29 in Chapter 14, gives

H
(

2u,
{ k

∑
r=1

(φr−φ0,r)
T xr : ‖φ −φ0‖1 ≤ ε

}
,‖ · ‖Pn

)
≤
(

ε2

u2 +1
)

log(1+ kp).

We can therefore conclude that

H
(

3
√

dMnu,
{
(`ϑ − `ϑ0)l{G1 ≤Mn} : ϑ ∈ Θ̃(ε)

}
,‖ · ‖Pn

)
≤
(

ε2

u2 +m+1
)(

log
(

3ε

u

)
+ log(1+ kp)

)
.

tu

Let us now turn to the main proof of Lemma 9.2.

In what follows, {ct} are constants depending on k, m and K. The truncated version
of the empirical process is

V trunc
n (ϑ)=

1
n

n

∑
i=1

(
`ϑ (xi,Yi)l{G1(Yi)≤Mn}−E

[
`ϑ (xi,Y )l{G1(Y )≤Mn}

∣∣∣X = xi

])
.

Let ε > 0 be arbitrary. We apply Corollary 14.4 (Section 14.7) to the class{
(`ϑ − `ϑ0)l{G1 ≤Mn} : ϑ ∈ Θ̃(ε)

}
.

The result (14.10) then gives

IPx

(
sup

ϑ∈Θ̃(ε)

|V trunc
n (ϑ)−V trunc

n (ϑ0)| ≥ c6εT Mn logn

√
log(p∨n)

n

)

≤ c7 exp
[
−T 2 log2 n log(p∨n)(ε2∨1)

c2
8

]
.

We then invoke the peeling device (see van de Geer (2000)): split the set Θ̃ into sets

{ϑ ∈ Θ̃ : 2−( j+1) ≤ ‖φ −φ0‖1 +‖η−η0‖2 ≤ 2− j},

where j ∈ Z, and ≤ 2− j+1 ≥ λ0. There are no more than c9 logn indices j ≤ 0 with
2− j+1 ≥ λ0. Hence, we get

sup
ϑ T=(φT ,ηT )∈Θ̃

∣∣∣∣V trunc
n (ϑ)−V trunc

n (ϑ0)

∣∣∣∣
(‖φ −φ ∗‖1 +‖η−η∗‖2)∨λ0

≤ 2c6T Mn logn

√
log(p∨n)

n
,
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with IPx probability at least

1− c7[c9 logn]exp
[
−T 2 log2 n log(p∨n)

c2
8

]
≥ 1− c2 exp

[
−T 2 log2 n log(p∨n)

c2
10

]
.

Finally, to remove the truncation, we use

|(`ϑ (x,y)− `ϑ0(x,y))l{G1(y)> Mn}| ≤ dKG1(y)l{G1(y)> Mn}.

Hence ∣∣∣∣(V trunc
n (ϑ)−V trunc

n (ϑ0))− (Vn(ϑ)−Vn(ϑ0))

∣∣∣∣
(‖φ −φ ∗‖1 +‖η−η∗‖2)∨λ0

≤ dK
nλ0

n

∑
i=1

(
G1(Yi)l{G1(Yi)> Mn}+E

[
G1(Y )l{G1(Y )> Mn}

∣∣∣X = xi

])
.

tu

9.5.3 Proof of Theorem 9.1

Using the definition of ψ̂ , and on T defined in (9.44), we have the basic inequality

Ē (ψ̂|ψ0)+λ‖φ̂‖1 ≤ T λ0

[
(‖φ̂ −φ

0‖1 +‖η̂−η
0‖2)∨λ0

]
+λ‖φ 0‖1.

By Lemma 9.1,
Ē (ψ̂|ψ0)≥ ‖ψ̂−ψ

0‖2
Qn/c2

0.

Case 1 Suppose that
‖φ̂ −φ

0‖1 +‖η̂−η
0‖2 ≤ λ0.

Then we find, using the triangle inequality,

Ē (ψ̂|ψ0)≤ T λ
2
0 +λ‖φ̂ −φ

0‖1,

and hence

Ē (ψ̂|ψ0)+2λ‖φ̂ −φ
0‖1 ≤ T λ

2
0 +3λ‖φ̂ −φ

0‖1

≤ (3λ +T λ0)λ0.
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Case 2 Suppose that
‖φ̂ −φ

0‖1 +‖η̂−η
0‖2 ≥ λ0,

and that
T λ0‖η̂−η

0‖2 ≥ (λ +T λ0)‖φ̂S0 − (φ 0)S0‖1.

Then we get, using now the triangle inequality ‖φ 0‖1−‖φ̂S0‖1 ≤ ‖φ̂S0 − (φ 0)S0‖1,
and adding (λ −λ0T )‖φ̂S0 − (φ 0)S0‖1 to left- and right-hand side,

Ē (ψ̂|ψ0)+(λ −T λ0)‖φ̂ −φ
0‖1 ≤ (λ +T λ0)‖η̂−η

0‖2

≤ (λ +T λ0)
2c2

0/2+‖η̂−η
0‖2

2/(2c2
0)

≤ (λ +T λ0)
2c2

0/2+ Ē (ψ̂|ψ0)/2.

So then
Ē (ψ̂|ψ0)+2(λ −T λ0)‖φ̂ −φ

0‖1 ≤ (λ +T λ0)
2c2

0.

Case 3 Suppose that
‖φ̂ −φ

0‖1 +‖η̂−η
0‖2 ≥ λ0,

and that
T λ0‖η̂−η

0‖2 ≤ (λ +T λ0)‖φ̂S0 − (φ 0)S0‖1.

Then we have

Ē (ψ̂|ψ0)+(λ −T λ0)‖φ̂Sc
0
‖1 ≤ 2(λ +T λ0)‖φ̂S0 − (φ 0)S0‖1.

So then
‖φ̂Sc

0
‖1 ≤ 6‖φ̂S0 − (φ 0)S0‖1.

We can then apply the restricted eigenvalue condition to φ̂ −φ 0. But first, add (λ −
λ0T )‖φ̂S0−(φ 0)S0‖1 to left- and right-hand side. The restricted eigenvalue condition
then gives (invoking 2(λ +T λ0)+(λ −T λ0)≤ 3(λ +T λ0))

Ē (ψ̂|ψ0)+(λ −T λ0)‖φ̂ −φ
0‖1 ≤ 3(λ +T λ0)

√
s0‖φ̂S0 −φ

0‖2

≤ 3(λ +T λ0)
√

s0κ‖ĝ−g0‖Qn

≤ 9(λ +T λ0)
2c2

0κ
2s0/2+ Ē (ψ̂|ψ0)/2.

So we arrive at

Ē (ψ̂|ψ0)+2(λ −T λ0)‖φ̂ −φ
0‖1 ≤ 9(λ +T λ0)

2c2
0κ

2s0.

tu
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9.5.4 Proof of Lemma 9.3

Let Z be a standard normal random variable. Then by straightforward computations,
for all M > 0,

E[|Z|l{|Z|> M}]≤ 2exp[−M2/2],

and
E[|Z|2l{|Z|> M}]≤ (M+2)exp[−M2/2].

Thus, for n independent copies Z1, . . . ,Zn of Z, and M = 2
√

logn,

IP

(
1
n

n

∑
i=1
|Zi|l{|Zi|> M}> 4logn

n

)

≤ IP

(
1
n

n

∑
i=1
|Zi|l{|Zi|> M}−E[|Z|l{|Z|> M}]> 2logn

n

)

≤ nE[|Z|2l{|Z|> M}]
4(logn)2 ≤ 2

n
.

The result follows from this, as

G1(Y ) = eK |Y |+K,

and Y has a Gaussian mixture distribution. tu

Problems

9.1. Show that the objective function in the optimization in (9.7) is convex in φ ,ρ .

9.2. Derive formula (9.8).

9.3. Generalized M-step in GEM algorithm for fitting FMR models
Prove formula (9.24) and derive the up-dates for ρr and φr, j at the end of Section
9.2.9 (before Section 9.2.9.1).

9.4. Prove (9.27) by using Jensen’s inequality, saying that

E[g(X)]≥ g(E[X ])

for any convex function g(·).

9.5. Linear mixed effects models
(a) Derive the negative log-likelihood (9.34) for linear mixed effects models.
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(b) Using a simple example of a linear mixed effects model, show that the negative
log-likelihood in (9.34) is a non-convex function in β ,τ,σ2 (when β ,τ,σ2 range
over the whole parameter Rp×R>0×R>0, assuming Γτ = τ2I).

9.6. Show that assumption (A2)(a) in Section 9.4.4 automatically holds for the co-
variance model Γτ = τ2Iq×q.

9.7. Show that Proposition 9.4 holds true.

9.8. Consistency of FMRLasso
Derive the result in (9.49), using the first equation from the proof of Theorem 9.1 in
Section 9.5.3. Thereby, use the fact that Conditions 1, 2, 3, and 5 hold automatically
for FMR models as shown in Proposition 9.4.



Chapter 10

Stable solutions

Abstract Estimation of discrete structure such as in variable selection or graphi-
cal modeling is notoriously difficult, especially for high-dimensional data. Subsam-
pling or bootstrapping have the potential to substantially increase the stability of
high-dimensional selection algorithms and to quantify their uncertainties. Stability
via subsampling or bootstrapping has been introduced by Breiman (1996) in the
context of prediction. Here, the focus is different: the resampling scheme can pro-
vide finite sample control for certain error rates of false discoveries and hence a
transparent principle to choose a proper amount of regularization for structure esti-
mation. We discuss methodology and theory for very general settings which include
variable selection in linear or generalized linear models or graphical modeling from
Chapter 13. For the special case of variable selection in linear models, the theoreti-
cal properties (developed here) for consistent selection using stable solutions based
on subsampling or bootstrapping require slightly stronger assumptions and are less
refined than say for the adaptive or thresholded Lasso.

10.1 Organization of the chapter

After an introduction, we present in Section 10.2 some examples motivating the
need for stability. The definition of so-called “Stability Selection”, originally pro-
posed and analyzed in Meinshausen and Bühlmann (2010), is given in Section 10.3.
There, we also include the main theorem on error control for the expected number of
false positive selections. The following sections discuss further numerical examples
and extensions, making also a brief comparison with the theory for the (adaptive)
Lasso. The proof of the main theorem is presented in Section 10.7.
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10.2 Introduction, stability and subsampling

We have discussed in Chapter 2, Section 2.6, and in Chapters 3, 4 and 7 the problem
of variable (or group of variables) selection. In particular, we have argued that two-
stage procedures like the adaptive or thresholded (Group)Lasso (Sections 2.8, 2.9,
4.6 and 7.8) or the relaxed Lasso (Section 2.10) have better potential and properties
for selection than a single-stage Lasso procedure.

The results for the Lasso and its adaptive or thresholded version say that consistent
variable selection is possible under (fairly restrictive) conditions on the design and
on the size of the non-zero regression coefficients (i.e. the beta-min condition as
discussed in Section 7.4), and if the regularization is chosen appropriately. Two
questions which arise in this context are as follows. First, how “stable” (under re-
or subsampling) is such a selection and can we do better with another “more stable”
procedure? Secondly, can we achieve some type-I error control of falsely selecting
an irrelevant variable? We will show that subsampling or bootstrapping and multiple
sample splitting are simple but effective techniques for increased “stability” and
for assigning p-values; for the latter see Chapter 11. Stability via subsampling or
bootstrapping has been introduced by Breiman (1996) but only in the context of
prediction and mainly for decision tree methods.

We assume that the data are of the form

Z1, . . . ,Zn i.i.d.

Important examples include the case of generalized regression where Zi = (Xi,Yi)
with univariate response Yi and p-dimensional covariate Xi, or Zi = Xi could be a
p-dimensional variable as appearing in graphical modeling (see Chapter 13) or in
cluster analysis.

Most concrete is a random-design linear model as discussed in Chapter 2, formula
(2.1). We consider here the matrix- and vector-notation

Y = Xβ + ε, (10.1)

where Y, X and ε are n×1, n× p and n×1 vectors or matrices, respectively (where
ε is independent of X, with i.i.d. components and having mean zero). The goal is
variable selection, i.e. estimation of

S0 = { j; β
0
j 6= 0}.

If p� n, we need to regularize the estimation procedure. Choosing the amount of
regularization for variable selection can be more difficult and challenging than for
prediction where a cross-validation scheme can be used. We refer to Chapter 7 where
we discuss under which circumstances it is possible to simultaneously achieve ac-
curate prediction and reasonable variable selection.
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Here, we address the problem of proper regularization with a very generic subsam-
pling approach (and bootstrapping would behave similarly). We show that subsam-
pling can be used to determine the amount of regularization such that a certain fam-
ilywise type-I error rate in multiple testing can be conservatively controlled, even
for finite sample size. Beyond the issue of choosing the amount of regularization,
the subsampling approach yields a new structure estimation or variable selection
scheme. It is found empirically that it is often substantially better (and never really
worse) than approaches without using the additional subsampling procedure.

In the sequel of this chapter, we consider the following setting and notation. For
a generic structure estimation or variable selection technique, we assume that we
have a tuning parameter λ ∈Λ ⊆ R+ that determines the amount of regularization.
A prime example is the penalty parameter in the Lasso, see (2.2) in Chapter 2, for
a linear model as in (10.1). Alternatively, for such a linear model, we could also
use some forward selection or boosting method and the parameter λ would then be
the number of steps in these algorithms, see Chapter 12. (We note the difference
that a large number of steps of iterations would have a meaning opposite to a large
penalty parameter. However, this does not cause conceptual problems.) For every
value λ ∈ Λ , we obtain a structure estimate Ŝ(λ ) ⊆ {1, . . . , p}, where the latter
enumerates the p features where each of these can be present or absent.

10.2.1 Stability paths for linear models

We motivate the concept of stability paths first for linear models

Y = Xβ + ε

as in (10.1). Stability paths are derived from the concept of regularization paths. A
regularization path is given by the coefficient value of each variable over all regu-
larization parameters: {β̂ j(λ ); λ ∈ Λ , j = 1, . . . , p}. For any given regularization
parameter λ ∈Λ , the selected set of variables

Ŝ(λ ) = { j; β̂ j(λ ) 6= 0}

is implicitly a function of the samples I = {1, . . . ,n}. We write Ŝ(λ ) = Ŝλ (I) where
necessary to express this dependence on the sample.

Let I∗ now be a random subsample of {1, . . . ,n} of size bn/2c, drawn without re-
placement. For every set K ⊆ {1, . . . , p}, the subsampling-probability of being in
the selected set Ŝλ (·) is

Π̂K(λ ) = IP∗[K ⊆ Ŝλ (I
∗)]. (10.2)

The probability IP∗ in (10.2) is with respect to the random subsampling and it equals
the relative frequency for K ⊆ Ŝλ (Ib) over all

(n
m

)
subsets Ib (b = 1 . . . ,

(n
m

)
) of size

m = bn/2c, which itself is a U-statistic of order m = bn/2c. The expression in (10.2)
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can be approximated by B random subsamples I∗1, . . . , I∗B (B large)

B−1
B

∑
b=1

l(K ⊆ Ŝλ (I
∗b)).

The subsample size of bn/2c is chosen as it resembles most closely the bootstrap
(Freedman, 1977; Bühlmann and Yu, 2002) (and it allows for slightly faster com-
putation than bootstrapping since the estimator is based and computed many times
on subsample size bn/2c only).

For every variable j = 1, . . . , p, the stability path is given by the selection probabili-
ties

{Π̂ j(λ ); j = 1, . . . , p, λ ∈Λ}.

It is complementing the usual regularization path plots that show the coefficients of
all variables

{β̂ j(λ ); j = 1, . . . , p, λ ∈Λ}

as a function of the regularization parameter λ . Figure 10.1 illustrates the two dif-
ferent paths.

10.2.1.1 Riboflavin production with bacillus subtilis

We have introduced in Section 9.2.6 a data set about riboflavin (vitamin B2) produc-
tion with bacillus subtilis. The real-valued response variable Y is the logarithm of
the riboflavin production rate and there is a p = 4088-dimensional covariate mea-
suring the logarithm of the expression level of 4088 genes. Here, we consider a
smaller subset of the data with (sub-)sample size n = 115 which should be more
homogeneous than the larger data set in Section 9.2.6 with n = 146 samples. Cer-
tain mutations of genes are thought to lead to higher vitamin concentrations and the
challenge is to identify those relevant genes via a linear regression analysis. That
is, we consider a linear model as in (10.1) and the goal is to infer the set of active
variables S0 = { j; β 0

j 6= 0}.
We use the Lasso for variable selection (see Section 2.6), or at least for variable
screening (see Section 2.5), to infer the active set S0. To see how the Lasso and the
related stability path cope with noise variables, we randomly permute all but 6 of
the p = 4088 gene expression variables across the n = 115 samples, using the same
permutation to keep the dependence structure between the permuted gene expres-
sion variables intact. The set of 6 non-permuted genes has been chosen randomly
(once) among the 200 genes with the highest marginal empirical correlation with
the response Y . The Lasso regularization path {β̂ (λ ); λ ∈ Λ} is shown in the left
panel of Figure 10.1, as a function of the regularization parameter λ but rescaled so
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that λ = 1 corresponds to the minimal λ -value for which the null model is selected,
usually denoted as λmax (see e.g Section 2.12) and λ = 0 amounts to the so-called
Basis Pursuit solution which includes min(n, p) variables. Three (among the six) of
the “relevant” (non-permuted) genes stand out, but the remaining other three “rele-
vant” variables are hidden within the paths of noise covariates (permuted variables).
The right panel of Figure 10.1 shows the stability path. At least four (among the six)
“relevant” variables stand out much clearer now than they did in the Lasso regular-
ization path plot.

Fig. 10.1 Left: the Lasso regularization path for the riboflavin production data set with n= 115 and
p = 4088. The paths of the 6 non-permuted variables (genes) are plotted as solid, red lines, while
the paths of the 4082 permuted genes are shown as broken, black lines. Selecting a model including
all 6 non-permuted variables (genes) invariably means selecting a large number of irrelevant noise
variables. Right: the stability path of the Lasso. The first 4 variables chosen with stability selection
are truly non-permuted variables. The figure is taken from Meinshausen and Bühlmann (2010).

Choosing the right regularization parameter is very difficult for the original Lasso
path. The prediction optimal, cross-validated choice often includes false positive
selections, as outlined in Section 2.5.1 in Chapter 2: this can be observed in this ex-
ample as well, where 14 permuted noise variables are included in the model chosen
by 10-fold cross-validation. Figure 10.1 motivates that choosing the right regular-
ization parameter is much less critical for the stability path and that we have a better
chance to select truly relevant variables.
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10.2.1.2 Motif regression in computational biology

We present here another example illustrating that scoring the relevance of a variable
in terms of the subsampling selection probabilities Π̂ j(λ ) is often much better than
in terms of the absolute values of regression coefficients |β̂ j(λ )|.
We consider a real data set about motif regression. We refer to Sections 2.5.2 and
2.8.5.1 for a brief motivation and description of motif regression. Here, we consider
a subset of the data in Section 2.8.5.1. We have a univariate real-valued response
variable Yi, measuring the expression of gene i and we have a p-dimensional covari-
ate Xi ∈ Rp where X ( j)

i is an abundance score of a short candidate motif j in the
DNA segment around gene i. The latter is based on DNA sequence data only. There
are n = 1200 samples and p = 660 covariates arising from a heat-shock experiment
with yeast. We relate the centered response Y and centered covariates X using a
linear model

Yi =
p

∑
j=1

β jX
( j)
i + εi (i = 1, . . . ,n).

The goal is variable selection based on the idea that the relevant covariates in the
linear model correspond to the relevant motifs (binding sites) of a particular tran-
scription factor.

We use the Lasso in (2.2) with regularization parameter λ̂CV from 10-fold cross-
validation. This procedure selects 20 variables having corresponding estimated re-
gression coefficients different from zero. We then run the subsampling and compute
the subsampling selection probabilities for Lasso with λ̂CV . Table 10.1 describes the
results for the 9 most promising variables (corresponding to motifs) ordered with
respect to |β̂ j(λ̂CV )|. Questions which arise include the following. Should we report

motif j 41 29 635 19 34 603 618 596 30
|β̂ j| 1.42 1.27 0.81 0.61 0.57 0.49 0.33 0.3 0.3
Π̂ j 100% 100% 100% 74% 98% 32% 81% 80% 97%

Table 10.1 Lasso with λ̂CV from 10-fold cross-validation for a motif regression problem with
n = 1200 and p = 660. The number of non-zero estimated coefficients is 20: the first row shows the
variables with the nine largest coefficients in absolute values. Second row: subsampling selection
probabilities for these nine variables.

the relevance of the variables in terms of β̂ j(λ̂CV ) or according to a different order-
ing? How many of these 20 variables are relevant? When looking at the subsampling
selection probabilities in Table 10.1, we see that subsampling assigns another order-
ing.

Next, we generate some semi-synthetic data. We select 5 variables at random, say
j1, . . . , j5 ∈ {1, . . . , p}, among all p = 660 covariates and set
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Yi =
5

∑
k=1

β
0
jk X ( jk)

i + εi (i = 1, . . . ,n = 1200),

where ε1, . . . ,εn i.i.d. ∼N (0,σ2). We choose β 0
j1 = . . .= β 0

j5
and σ2 such that the

signal to noise ratio is very low with SNR = 0.1. For estimation, we still use all the
p = 660 covariates although 655 of them are noise variables. Now we know the true
active set S0 = { j; β 0

j 6= 0} (whose cardinality is 5). Figure 10.2 illustrates that using
the subsampling selection probabilities Π̂ j(λ ), we can perfectly distinguish between
active and noise covariates if we were able to choose an appropriate threshold value
for Π̂ j(λ̂CV ). This is in contrast to using β̂ j(λ̂CV ) where we cannot make a perfect
distinction between active and noise covariates using any threshold value for the
estimated regression coefficients.
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Fig. 10.2 Semi-synthetic motif regression problem with real data design and artificial sparse re-
gression coefficients and Gaussian noise. We use the Lasso with λ̂CV from cross-validation. x-axis:
Π̂ j(λ̂CV ) and y-axis: |β̂ j(λ̂CV )|. Red crosses: true active variables; black crosses: noise variables.
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10.3 Stability selection

In a traditional setting, variable selection would amount to choosing one element of
the set of models

{Ŝ(λ ); λ ∈Λ}, (10.3)

where Λ is again the set of considered regularization parameters, which can be either
continuous or discrete. The set in (10.3) is the set of all variable selection subsets
that arise when varying the regularization parameter λ ∈Λ . There are typically two
problems: first, the true active set of variables S0 might not be a member of (10.3).
Second, even if it is a member, it is typically very hard with high-dimensional data
to determine the right amount of regularization λ to select exactly S0, or at least a
close approximation. When Ŝ(λ ) is from the Lasso, the first issue is characterized
by the irrepresentable condition which is sufficient and (essentially) necessary that
S0 is in the set in (10.3), see Section 2.6.1 in Chapter 2 and Section 7.5.1 in Chapter
7.

With stability selection, we do not simply select one set of variables in the list (10.3).
Instead, the data are perturbed (by subsampling) many times and we choose all
structures or variables that occur in a large fraction of the resulting selection sets.
We use the following definition for stable variables.

For a cutoff πthr with 0 < πthr < 1 and a set of regularization parameters Λ , the set
of stable variables is defined as

Ŝstable = { j; max
λ∈Λ

Π̂ j(λ )≥ πthr}. (10.4)

Here, Π̂ is as defined in (10.2). We keep variables with a high selection probability
and disregard those with low selection probabilities. Of course, the problem has now
shifted to choose a good cutoff value 0 < πthr < 1 which is a tuning parameter of the
stability selection procedure. We will discuss its choice below in Section 10.3.1. It
is worthwhile to emphasize that empirical results do not depend very much on the
choice of the initial regularization λ (if Λ = λ is a singleton) or the initial region
Λ for the regularization parameter: loosely speaking, as long as λ or Λ contain
values leading to overestimation of the true active set of variables S0, the results after
the stability selection procedure as described in (10.4) are stable. See for example
Figure 10.1.

10.3.1 Choice of regularization and error control

We focus here on the problem how to choose the regularization parameter πthr in
the stability selection procedure in (10.4). We address it by controlling the expected
number of false positives (false selections), i.e. type I error control.
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For such an error control, we introduce first some additional notation. Let ŜΛ =
∪λ∈Λ Ŝ(λ ) be the set of selected variables when varying the regularization parameter
λ ∈ Λ . Let qΛ be the expected number of selected variables qΛ = E|ŜΛ (I)|. (Note
the slight change of notation where we emphasize with ŜΛ (I) the dependence on the
sample I). Define V to be the number of falsely selected variables (false positives)
with stability selection,

V =
∣∣Sc

0∩ Ŝstable
∣∣.

The goal is to achieve control or an upper bound for E[V ], the expected number of
false positives.

Since the distribution of the underlying estimator Ŝ(λ ) depends on many unknown
quantities, exact finite-sample control of E[V ] is difficult in general. But we provide
a simple answer under some simplifying assumptions.

Theorem 10.1. Assume that the distribution of {l( j ∈ Ŝ(λ )}), j ∈ Sc
0} is exchange-

able for all λ ∈ Λ . Also, assume that the original selection procedure is not worse
than random guessing, i.e.,

E|S0∩ ŜΛ |)
E(|Sc

0∩ ŜΛ |)
≥ |S0|
|Sc

0|
. (10.5)

Then, the expected number V of falsely selected variables is bounded for πthr ∈
(1/2,1) by

E[V ] ≤ 1
2πthr−1

q2
Λ

p
. (10.6)

A proof is given in Section 10.7. The exchangeability condition is a restrictive as-
sumption and we discuss it in more detail in Section 10.3.1.3. The expected number
of falsely selected variables is sometimes called the per-family error rate (PFER) or,
if divided by p, E[V ]/p is the per-comparison error rate (PCER) in multiple testing
(Dudoit et al., 2003). Note that Theorem 10.1 does not require a beta-min condition
(see Section 7.4) because the theorem only makes a statement about false positive
selections (while a beta-min condition is needed to avoid false negatives).

For fixed Λ , the threshold value πthr is the tuning parameter for stability selection.
We propose to fix this value via the PFER control E[V ] ≤ ν where ν is specified
a-priori. Note that this fits into the commonly used framework of fixing type-I error
control beforehand. For example, when choosing ν = α , a small number such as
α = 0.05, then E[V ]≤ α implies

IP[V > 0]≤ α (10.7)

which says that the familywise error rate, i.e. the probability of at least one false
positive selection, is conservatively controlled at level α . We leave the derivation of
(10.7) as Problem 10.1.

Given ν , we can then solve for the tuning parameter:
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if q2
Λ ≤ pν : πthr = (1+

q2
Λ

pν
)/2, (10.8)

and if q2
Λ
> pν , we cannot control the error E[V ] with the formula appearing in The-

orem 10.1. To use (10.8), we need knowledge about qΛ . This can be easily achieved
by regularizing the selection procedure in terms of the number q of selected vari-
ables: we then write Ŝq and obviously, |Ŝq|= q. For example, with the Lasso in (2.2),
the number q may be given by the variables which enter first in the regularization
path when varying from a maximal value λmax to some minimal value λmin. Other
examples are described below. The choice of the value q is not very important as
long as we select it within a reasonable range. In absence of any idea how to choose
q, we can use formula (10.8) in the other direction. We can take a default stability
threshold parameter, say πthr = 0.9, and then solve for q

q = b
√

ν p(2πthr−1)c.

As discussed above, we can either fix the regularization region Λ and then choose
πthr such that E(V ) is controlled at the desired level; or vice-versa, we fix the stabil-
ity threshold πthr and choose Λ .

Choosing less variables (reducing qΛ ) or increasing the threshold πthr for stabil-
ity selection will, unsurprisingly, reduce the expected number of falsely selected
variables, with an achievable non-trivial and rather “minimal” value for the PFER
E[V ]≤ 1/p when using πthr = 1 and having qΛ = 1. This seems low enough for all
practical purposes as long as say p > 10.

Without stability selection, the regularization parameter λ depends on the unknown
noise level of the observations. The advantage of stability selection is that exact
error control is possible, and the method works fine even though the noise level is
unknown.

10.3.1.1 Pointwise control

For some applications, in particular beyond variable selection in linear models, eval-
uation of subsampling replicates of Ŝ(λ ) can be computationally very demanding
for a single value of λ . If this single value λ is chosen such that some overfitting
occurs and the set Ŝ(λ ) is too large, in the sense that Ŝ(λ ) ⊇ S0 with high proba-
bility (see Section 2.5), the approach as above can be used with Λ = {λ} being a
singleton. Results typically do not depend strongly on the utilized regularization λ .
See the example for graphical modeling in Section 13.4.1. Setting Λ = {λ}, one can
immediately transfer all results above to the case of what we call here pointwise con-
trol. For methods which select structures incrementally, i.e. for which Ŝ(λ )⊆ Ŝ(λ ′)
for all λ ≥ λ ′, pointwise control with λ and control with Λ = [λ ,∞) are equivalent
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since Π̂ j(λ ) is then monotonically increasing with decreasing λ for all j = 1, . . . , p.
See Problem 10.2.

10.3.1.2 Examples of procedures choosing q variables

We have discussed above that the error control using Theorem 10.1 requires knowl-
edge of the value qΛ = E|ŜΛ (I)|, where ŜΛ (I) = ∪λ∈Λ Ŝλ (I). Even with pointwise
control where Λ = {λ}, the value qΛ may be unknown. Trivially, qΛ is known for
variable selection procedures which select q variables: then qΛ = q. We describe
now examples of procedures which select q variables.

Consider the Lasso in (2.2) for a range Λ = [λmin,λmax] of regularization parameters.
Define the Lasso-based procedure Ŝq selecting the q variables which enter first in the
regularization path when varying from the maximal value λmax to the minimal value
λmin. Note that if there would be less than q active variables in the regularization path
over the range Λ , we would select all active variables and this number is bounded
by q which is sufficient for the error control in Theorem 10.1.

Alternatively, consider the Lasso in (2.2) for a singleton Λ = {λ}. We then have
an estimated active set Ŝ(λ ). Define Ŝq as the procedure selecting the q variables
from Ŝ(λ ) whose regression coefficients are largest in absolute values. Typically, we
would choose λ such that |Ŝ(λ )| ≥ q. If there would be less than q active variables
in Ŝ(λ ), we would select all active variables and this number is bounded by q which
again is sufficient for the error control in Theorem 10.1.

Consider the L2Boosting procedure as described in Section 12.4.4 in Chapter 12. We
define Ŝq to include the first q variables which arise during the boosting iterations.
Similarly, we may use a forward selection algorithm, see Section 12.7. Then, Ŝq
contains the first q selected variables.

10.3.1.3 The exchangeability condition and the generality of Theorem 10.1

We remark that Theorem 10.1 applies to a very general range of discrete structure
estimation problems where inclusion or exclusion for individual features is possible.
Variable selection in linear and other models is of this type: a feature is then a
variable and each feature can be included (selected) or excluded (non-selected).
Another example is graphical modeling, as discussed in Chapter 13: a feature is
an edge between variables and each feature can be included or excluded. A third
example is clustering (Problem 10.3). Theorem 10.1 is valid for all these problems.

Due to the generality of Theorem 10.1, the involved exchangeability assumption is
perhaps stronger than one would wish, but there does not seem to be an easy way
of getting error control in the same generality without making similar assumptions.
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For example, Fan et al. (2009b) make use of a similar condition for error control in
regression.

In regression and classification, the exchangeability assumption is fulfilled for all
reasonable procedures Ŝ (which do not depend on the ordering of covariables) if the
design is random and the distribution of (Y,X (S0),X (Sc

0)) is invariant under permu-
tations of variables in Sc

0. The simplest example is independence between each X ( j)

and all other variables {X (k); k ∈ S0}∪Y for each j ∈ Sc
0. Another example is as

follows.

Example 10.1. Consider a linear model as in (10.1) with random design and active
set S0 = { j; β j 6= 0}:

Y = Xβ + ε, ε ∼Nn(0,σ2In×n),

the rows of X are i.i.d. ∼Np(0,Σ),

Σ j, j = σ
2 for all j ∈ {1, . . . , p},

Σ j,` = Σk,` for all j,k ∈ Sc
0, ` ∈ S0.

Then, the distributions of (Y,X (S0),{X ( j); j ∈ Sc
0}) and of (Y,X (S0),{X (π( j)); j ∈

Sc
0}) are the same for any permutation π : Sc

0 → Sc
0 (Problem 10.4). Therefore, the

exchangeability condition holds for any procedure Ŝ which is invariant under re-
ordering of the covariates.

A special case is equicorrelation with Σ j,k = ρ ( j 6= k) and Σ j, j = 1 ( j = 1, . . . , p).
For 0 < ρ < 1, the irrepresentable condition (see Sections 2.6 and 7.5.1) holds (for
some 0< θ < 1 depending on ρ and s0), see Problem 2.4 and Problem 6.14. For ρ <
0, the irrepresentable condition can fail: an example is with p ≥ 3 and −1/(2s0−
1) ≥ ρ > −1/(p− 1) (Problem 10.4). Thus, this is a very special example where
the exchangeability condition holds but the irrepresentable condition fails. However,
we then must have s0 > p/2 which excludes all high-dimensional scenarios due to
failure of sparsity.

It appears that the exchangeability condition (for say the Lasso) exhibits at least
the same degree of restrictiveness as the irrepresentable condition described in Sec-
tion 2.6 and Section 7.5.1. For example, in case of no noise and if the problem is
identified, the exchangeability condition (roughly) implies that either none or all of
the noise variables are selected (“roughly” means here that the randomness of the
covariates is neglected). In the former case and for the Lasso, this implies that the
irrepresentable condition must hold (necessity of the condition, see Theorem 7.1,
part 2). In the latter case, when all noise variables are selected, the “not worse than
random guessing” condition (10.5) may not hold and also formula (10.6) becomes
extremely loose since q2 = |Sc

0|2 = (p− s0)
2 is (typically) large relative to p. For

real data, we have no guarantee that the exchangeability assumption is fulfilled but
some numerical examples in Section 10.4 show that the bound from Theorem 10.1
holds up very well.
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10.4 Numerical results

We consider here the performance of stability selection on semi-synthetic data sets.
We use real data design matrices X and build synthetic data, according to a lin-
ear model, by generating regression coefficients β j ( j = 1, . . . , p) and random er-
rors ε1, . . . ,εn i.i.d. N (0,σ2). Since the design is from real data, we call it semi-
synthetic data.

We use the following real data-sets for the design. The first one is from motif regres-
sion with p = 660 and n = 2587. For a brief description and motivation about motif
regression, we refer to Sections 2.5.2 and 2.8.5.1. The real-valued predictor covari-
ates are abundance scores for p candidate motifs (for each of the genes). Our data set
is from a heat-shock experiment with yeast. In addition, we consider the riboflavin
production data set, described in Section 9.2.6: here, we use data with p = 4088 and
n = 158. We generate sparse regression coefficients β j i.i.d. Uniform([0,1]) and the
size of the active set is varied with s0 taking 16 different values between 4 and 50.
We choose error variances σ2 to achieve signal to noise ratios (SNRs) in {0.5,2}.
In total, there are 64 scenarios.

We then test how well the error control of Theorem 10.1 holds up for these semi-
synthetic data-sets. We are interested in the comparison between the cross-validated
solution for the Lasso (without stability selection) and stability selection using the
Lasso. For stability selection, we chose q =

√
0.8p (the first q variables entering the

regularization path, see Section 10.3.1) and a threshold of πthr = 0.6, corresponding
to a control of E[V ] ≤ 2.5, where V is the number of wrongly selected variables.
The control is mathematically derived under the assumption of exchangeability as
described in Theorem 10.1. This assumption is most likely not fulfilled for the given
real data designs and it is of interest to see how well the error bound holds up for
our semi-synthetic data. The results are shown in Figure 10.3. In comparison to the
Lasso with cross-validated λ̂CV , stability selection reduces the number of falsely
selected variables dramatically, while maintaining almost the same power to detect
relevant variables. It is no surprise that the Lasso selects too many noise covariates,
as discussed in Section 2.5.1 (see also Chapter 7, Section 7.8.3). The number of
falsely chosen variables is remarkably well controlled at the desired level, giving
empirical evidence that the derived error control is useful beyond the discussed set-
ting of exchangeability. Stability selection thus helps to select an appropriate amount
of regularization such that false positive selections are under control.

The variables selected from stability selection can be refitted by e.g. least squares
estimation, and we can then compare its prediction error with the Lasso. So far,
there is no systematic study (empirical or theoretical) for this. Shawe-Taylor and Sun
(2010) present a real-data medical example consisting of n= 1842 subjects and p=
793 covariates (six classical risk factors and 787 single-nucleotide polymorphism
genotype features): they report that stability selection with refitting (using the Lasso)
is only slightly worse in terms of prediction than the Lasso while the former yields
a much sparser model fit.
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Fig. 10.3 Comparison of stability selection with cross-validation. The cross-validated solution (for
standard Lasso) is indicated by a dot and the corresponding stability selection by a red triangle,
showing the average proportion of correctly identified relevant variables versus the average number
of falsely selected variables. Each pair consisting of a dot and triangle corresponds to a simulation
setting (some specified SNR and s0). The broken vertical line indicates the value at which the num-
ber of wrongly selected variables is controlled, namely E(V )≤ 2.5. Looking at stability selection,
the proportion of correctly identified relevant variables is very close to the CV-solution, while the
number of falsely selected variables is reduced dramatically. The figure is taken from Meinshausen
and Bühlmann (2010).

10.5 Extensions

As written in Section 10.3.1.3, stability selection can be applied in many other dis-
crete structure estimation problems. We demonstrate its use also in Section 13.4.1
in Chapter 13, in the context of estimating an undirected conditional independence
graph.

10.5.1 Randomized Lasso

An interesting aspect is that stability selection with the original procedure alone
yields often substantial improvements already in terms of false positive selections
while maintaining power for detection of true structures. Moreover, adding some
extra sort of randomness can lead to further gains.

Randomized Lasso is a generalization of the Lasso which uses a weighted `1-norm
penalty
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p

∑
j=1

Wj|β j|,

where Wj are positive weights discussed in more detail below. The randomized
Lasso estimator is then defined as

β̂random(λ ) = argmin
β

(‖Y−Xβ‖2
2/n+λ

p

∑
j=1

Wjβ j). (10.9)

Thus, this is a weighted Lasso procedure, like e.g. the adaptive Lasso in Section 2.8
in Chapter 2, and it is of the form appearing also in Section 6.9 in Chapter 6 and in
Chapter 7. The weights Wj here, however, are chosen at random with no relation to
the data. We generate

W1, . . . ,Wp i.i.d. with values in the range [γ,1] (0 < γ ≤ 1),

and W1, . . . ,Wp are independent of the data (X1,Y1), . . . ,(Xn,Yn). Concretely, we can
generate the weights from a two-point distribution

Wj ∈ {γ,1}, IP[Wj = γ] = 1/2,

and γ ∈ (0,1) is called the weakness parameter. The word “weakness” is borrowed
from the terminology of weak greedy algorithms (Temlyakov, 2000) which are
loosely related to the randomized Lasso. In practice, choosing γ in the range of
(0.2,0.8) gives very useful results.

The penalty weights are simply chosen at random. Thus, the implementation is very
straightforward by appropriate re-scaling of the predictor variables. An exact de-
scription is given in Section 2.8.4.

However, purely random weights in the penalty seem to be nonsensical at first sight
since one cannot expect any improvement from such a random perturbation. If ap-
plied only with one random perturbation, randomized Lasso is not very useful. But
applying randomized Lasso many times and looking for variables that are chosen
often, analogously as with stability selection in (10.4) is a very powerful procedure.
In particular, randomized Lasso can be combined with subsampling observations.

Meinshausen and Bühlmann (2010) show that randomized Lasso, in conjunction
with stability selection, can bring further empirical improvements over stability se-
lection with the plain Lasso procedure. We remark that this finding is loosely related
to empirical results about Random Forest (Breiman, 2001).
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10.6 Improvements from a theoretical perspective

It is shown in Meinshausen and Bühlmann (2010) that randomization is beneficial
to achieve variable selection consistency under weaker conditions than what the
non-randomized procedure necessarily needs, at least for the case of Lasso and for
orthogonal matching pursuit which is briefly described in Section 12.7.1 in Chapter
12.

When using the Lasso in (2.2), Section 2.6 discusses that the neighborhood stability
or irrepresentable condition, a rather restrictive assumption on the design, is neces-
sary and sufficient for variable selection consistency, saying that

IP[Ŝ(λ ) = S0]→ 1 (n→ ∞).

Meinshausen and Bühlmann (2010) prove that the randomized Lasso, applying
(10.9) many times and computing relative selection frequencies as in (10.4), is
consistent for variable selection under a sparse eigenvalue condition on the design
which is weaker than the irrepresentable condition. The details are as follows.

Definition 10.1. (Sparse eigenvalues) For S⊆ {1, . . . , p}, β ∈Rp, let βS be defined
as β j,S := β jl( j ∈ S) ( j = 1, . . . , p). Denote by Σ̂ = n−1XT X. The minimal sparse
eigenvalues are then defined for s≤ p as

Λ
2
min(s) = inf

|S|=s;β∈Rp

β T
S Σ̂βS

‖βS‖2
2
.

Analogously, for the maximal sparse eigenvalues:

Λ
2
max(s) = sup

|S|=s;β∈Rp

β T
S Σ̂βS

‖βS‖2
2
.

Sparse eigenvalues are related to the compatibility condition and restricted eigen-
values as discussed in Sections 6.13.5 and 6.13 in Chapter 6, and see also Section
7.5.4 in Chapter 7. The assumption in Meinshausen and Bühlmann (2010) is: there
exists some C > 1 and some κ ≥ 9 such that

Λmax(Cs2
0)

Λ
3/2
min (Cs2

0)
<
√

C/κ, s0 = |S0|. (10.10)

Furthermore, the non-zero regression coefficients need to be sufficiently large, i.e.
fulfill a beta-min condition (see also Section 7.4),

min{|β 0
j |; 1≤ j ≤ p, β

0
j 6= 0}> Dσs5/2

0

√
log(p)/n, (10.11)

where D > 0 is a constant depending on C in the sparse eigenvalue condition (10.10)
and σ2 denotes the error variance.
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When comparing to variable selection consistency with for example the adaptive
or thresholded Lasso as discussed in Section 7.9 from Chapter 7, we see that the
conditions in (10.10) and (10.11) are more restrictive (bound on sparse eigenvalues
imply bounds on restricted eigenvalues, see Sections 6.13.5 and 6.13 in Chapter 6).
In addition, under the conditions above, the Lasso has reasonable variable selection
properties with |ŜLasso \S0|= O(s0), see Lemma 7.3 in Section 7.8.3. We also note
that (10.11) might be an unrealistic assumption: without such a condition, we cannot
detect small regression coefficients (but e.g. the Lasso will still select all variables
whose regression coefficients are “large” in absolute value), see also at the end of
Section 2.6 in Chapter 2.

We conclude that from a theory perspective, the randomized Lasso or stability se-
lection are not doing any better than say the adaptive Lasso or even the Lasso itself
(when taking the view that O(s0) false positive selections are acceptable). In fact,
the theory for variable selection with the adaptive Lasso is based on weaker assump-
tions than what is described above. This may be due to the fact that the analysis in
Meinshausen and Bühlmann (2010) is for a randomized algorithm and much more
coarse than for the adaptive Lasso. However, the result on consistent variable se-
lection with the randomized Lasso is of interest as it indicates that randomization
can actually improve the procedure in the sense that it is valid (i.e. consistent) for a
wider class of problems than the non-randomized method.

10.7 Proofs

10.7.1 Sample splitting

An alternative to subsampling is sample splitting. Instead of observing whether a
given variable is selected for a random subsample, one can look at a random split of
the data into two non-overlapping samples of equal size bn/2c and see whether the
variable is chosen in both sets simultaneously.

Let I1 and I2 be two random subsets of {1, . . . ,n} with |I1| = |I2| = bn/2c and I1 ∩
I2 = /0 (and when n is even, I1∪ I2 = {1, . . . ,n}). Define the simultaneously selected
set as the intersection of Ŝλ (I1) and Ŝλ (I2),

Ŝsimult,λ = Ŝλ (I1)∩ Ŝλ (I2).

Define the simultaneous selection probabilities for any set K ⊆ {1, . . . , p} as

Π̂
simult
K (λ ) = IP∗[K ⊆ Ŝsimult,λ ], (10.12)

where the probability IP∗ is with respect to the random sample splitting.
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Stability selection as defined in Section 10.3 works with the selection probabilities
based on subsampling but the following lemma lets us convert these probabilities
into simultaneous selection probabilities based on sample splitting. The latter is used
for the proof of Theorem 10.1. The bound is rather tight for selection probabilities
close to 1.

Lemma 10.1. For any set K ⊆ {1, . . . , p}, a lower bound for the simultaneous se-
lection probabilities is given by

Π̂
simult
K (λ )≥ 2Π̂K(λ )−1. (10.13)

The inequality holds for every realization ω (of the n original data points) in the
underlying probability space Ω .

Proof. Let I1 and I2 be the two random subsets from a sample split of {1, . . . ,n}
with |I1|= |I2|= bn/2c and I1∩ I2 = /0. Denote by sK({1,1}) the probability

IP∗[{K ⊆ Ŝλ (I1)}∩{K ⊆ Ŝλ (I2)}].

Note that the two events are not independent as the probability is only with respect
to a random split of the fixed samples {1, . . . ,n} into I1 and I2. The probabilities
sK({1,0}),sK({0,1}),sK({0,0}) are defined equivalently by IP∗[{K ⊆ Ŝλ (I1)} ∩
{K * Ŝλ (I2)}], IP∗[{K * Ŝλ (I1)} ∩ {K ⊆ Ŝλ (I2)}], and IP∗[{K * Ŝλ (I1)} ∩ {K *
Ŝλ (I2)}], respectively. Note that Π̂ simult

K (λ ) = sK({1,1}), sK({1,0}) = sK({0,1}),
and hence

Π̂K(λ ) = sK({1,0})+ sK({1,1}) = sK({0,1})+ sK({1,1})
1− Π̂K(λ ) = sK({0,1})+ sK({0,0}) = sK({1,0})+ sK({0,0}).

As sK({0,0})≥ 0, it also follows that sK({1,0})≤ 1− Π̂K(λ ). Hence

Π̂
simult
K (λ ) = sK({1,1}) = Π̂K(λ )− sK({1,0})≥ 2Π̂K(λ )−1,

which completes the proof. 2

10.7.2 Proof of Theorem 10.1

The proof uses mainly Lemma 10.2 below. We first show that IP( j ∈ ŜΛ ) ≤ qΛ/p
for all j ∈ Sc

0, using the made definitions ŜΛ = ∪λ∈Λ Ŝλ and qΛ = E[|ŜΛ |]. Define
furthermore Sc

0(Λ) = Sc
0∩ ŜΛ to be the set of noise variables (in Sc

0) which appear in
ŜΛ and analogously UΛ = S∩ ŜΛ . The expected number of falsely selected variables
can be written as

E[|Sc
0(Λ)|] = E[|ŜΛ |]−E[|UΛ |] = qΛ −E[|UΛ |].



10.7 Proofs 357

Using the assumption (10.5) (which asserts that the method is not worse than ran-
dom guessing), it follows that E[|UΛ |]≥ E[|Sc

0(Λ)|]|S|/|Sc
0|. Putting together,

(1+ |S|/|Sc
0|)E[|Sc

0(Λ)|]≤ qΛ

and hence |Sc
0|−1E[|Sc

0(Λ)|] ≤ qΛ/p. Using the exchangeability assumption, we
have IP[ j ∈ ŜΛ ] = E[|Sc

0(Λ)|]/|Sc
0| for all j ∈ Sc

0 and hence, for j ∈ Sc
0, it holds that

IP( j ∈ ŜΛ )≤ qΛ/p, as desired. Note that this result is independent of the sample size
used in the construction of Ŝλ , λ ∈Λ . Now using Lemma 10.2 below, it follows that
IP[maxλ∈Λ Π̂ simult

j (λ )≥ ξ ]≤ (qΛ/p)2/ξ for all 0< ξ < 1 and j ∈ Sc
0. Using Lemma

10.1, it follows that

IP[max
λ∈Λ

Π̂ j(λ )≥ πthr]≤ IP[(max
λ∈Λ

Π̂
simult
j (λ )+1)/2≥ πthr]≤ (qΛ/p)2/(2πthr−1).

Hence

E[V ] = ∑
j∈Sc

0

IP[max
λ∈Λ

Π̂ j(λ )≥ πthr]≤ q2
Λ/(p(2πthr−1)),

which completes the proof. 2

Lemma 10.2. Let K ⊆ {1, . . . , p} and Ŝλ the set of selected variables based on a
sample size of bn/2c.
If IP[K ⊆ Ŝλ ]≤ ε , then IP[Π̂ simult

K ≥ ξ ]≤ ε2/ξ .
If IP[K ⊆ ∪λ∈Λ Ŝλ ]≤ ε for some Λ ⊆ R+, then IP[maxλ∈Λ Π̂ simult

K (λ )≥ ξ ]≤ ε2/ξ .

Proof. Let I1, I2 ⊆{1, . . . ,n} be, as above, the random split of the samples {1, . . . ,n}
into two disjoint subsets, where both |Ii| = bn/2c for i = 1,2. Define the binary
random variable Hλ

K for all subsets K ⊆ {1, . . . , p} as

Hλ
K = I

{
K ⊆ {Ŝλ (I1)∩ Ŝλ (I2)}

}
,

where l(·) denotes the indicator function. Denote the data (the n samples) by Z.
The simultaneous selection probability Π̂ simult

K (λ ), as defined in (10.12), is then
Π̂ simult

K (λ ) = E∗(Hλ
K ) = E(Hλ

K |Z), where the expectation E∗ is with respect to the
random split of the n samples into sets I1 and I2 (and additional randomness if Ŝλ is
a randomized algorithm). To prove the first part, the inequality IP[K ⊆ Ŝλ (I1)] ≤ ε

(for a sample size bn/2c), implies that IP[Hλ
K = 1] ≤ IP[K ⊆ Ŝλ (I1)]

2 ≤ ε2 and
hence E[Hλ

K ] ≤ ε2. Therefore, E[Hλ
K ] = E[E[Hλ

K |Z]] = E[Π̂ simult
K (λ )] ≤ ε2. Us-

ing a Markov-type inequality, ξ IP[Π̂ simult
K (λ ) ≥ ξ ] ≤ E[Π̂ simult

K (λ )] ≤ ε2. Thus
IP[Π̂ simult

K (λ ) ≥ ξ ] ≤ ε2/ξ , completing the proof of the first claim. The proof of
the second part follows analogously. 2
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Problems

10.1. Prove formula (10.7) by showing

IP[V > 0]≤ E[V ].

In addition, describe in words why the inequality above may be very coarse.

10.2. Consider a variable selection method (e.g. in a linear model) having the mono-
tonicity property Ŝ(λ ) ⊆ Ŝ(λ ′) for all λ ≥ λ ′. Show that pointwise control with λ

and control with Λ = [λ ,∞) are equivalent.

10.3. Consider the problem of clustering n observations X1, . . . ,Xn into k different
clusters C1, . . . ,Ck with C j ⊆ {1, . . . ,n}, ∪k

j=1C j = {1, . . . ,n} and Ci ∩C j = /0 for
i 6= j. Show that membership of observations to the same cluster can be encoded by
a graph (define the nodes and edges) and formulate selection and stability selection
for the problem of clustering.

10.4. Exchangeability condition
Consider Example 10.1.
(a) Show that the distributions of

(Y,X (S0),{X ( j); j ∈ Sc
0}) and of (Y,X (S0),{X (π( j)); j ∈ Sc

0})

are the same for any permutation π : Sc
0→ Sc

0.
(b) Consider the case of equicorrelation. Show that the irrepresentable condition
fails for p≥ 3, s0 > p/2 with −1/(2s0−1)> ρ >−1/(p−1).
Hint: Use that for equicorrelation with Σ j, j = 1 ( j = 1, . . . , p), Σ j,k = ρ ( j 6= k), the
inverse is given by

Σ
−1 =

1
1−ρ

(Ip×p−
ρ

1+(p−1)ρ
ττ

T ), τ = τp×1 = (1,1, . . . ,1).

See also Problem 2.4 and Problem 6.14.

10.5. Instead of stability selection as in (10.4), we can use the simultaneous selec-
tion probabilities from (10.12) and define

Ŝsimult
stable = { j; max

λ∈Λ

Π̂
simult
j (λ )≥ π

simult
thr }.

Derive an error control in terms of E[V ] as in Theorem 10.1, but now for Ŝsimult
stable and

using πsimult
thr (i.e. the analogue of (10.6)).

Hint: use Lemma 10.1 and adapt the proof of Theorem 10.1 in Section 10.7.2.



Chapter 11

P-values for linear models and beyond

Abstract In the classical low-dimensional setup, error control of false selections
based on p-values is a widely used standard in many areas of sciences. In the high-
dimensional setting, assigning significance is challenging. Most computationally
efficient selection algorithms cannot guard against inclusion of noise variables and
hence, some thresholding operation on the basis of p-values for individual regression
coefficients is desirable. We describe in this chapter a rather generic way to achieve
this goal. Using multiple sample splitting, which is very simple to implement and
bears similarities to subsampling and stability selection from Chapter 10, we show
that such a random sampling scheme yields asymptotically valid p-values for con-
trolling the familywise error or false discovery rate in high-dimensional linear or
generalized linear models.

11.1 Organization of the chapter

We largely focus on assigning p-values for regression coefficients in linear mod-
els. After introducing the sample splitting method, we discuss in detail in Section
11.3 the much better multi sample splitting approach which has been originally
proposed and studied in Meinshausen et al. (2009). Thereby, we describe p-values
which achieve asymptotic error control for either the familywise error or the false
discovery rate. Numerical illustrations are shown in Section 11.5 and consistent
variable selection based on thresholding with p-values is discussed in Section 11.6.
Extensions to other models and other error measures are discussed in Section 11.7.
The technical proofs are collected in Section 11.8.
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11.2 Introduction, sample splitting and high-dimensional
variable selection

Constructing p-values belongs to the problem of quantifying uncertainty of esti-
mators. In Chapter 10, we described an approach based on subsampling to assign
uncertainty. In contrast to Theorem 10.1 for stability selection we show here that
p-values for high-dimensional regression problems can be constructed under much
weaker assumptions on the design than the exchangeability condition. While the
main application of the p-value procedure is high-dimensional data, where the num-
ber p of variables can greatly exceed sample size n, we illustrate empirically that
the method is also quite competitive in comparison to more standard error control
for n > p settings, indeed often giving a better detection power in the presence of
highly correlated variables.

We consider the high-dimensional linear model similar to (10.1) from Chapter 10:

Y = Xβ + ε,

but here with fixed design and Gaussian errors ε1, . . . ,εn i.i.d. ∼N (0,σ2). Exten-
sions to other models are outlined in Section 11.7.

Denote by

S0 = { j; β
0
j 6= 0}

the set of active variables, where β 0 denotes the true parameter vector, and similarly
by Sc

0 = { j; β j = 0} the set of noise variables. Our goal is to assign p-values for the

null-hypotheses H0, j : β j = 0, versus the
alternatives HA, j : β j 6= 0,

for all j = 1, . . . , p. The modification to one-sided alternatives is straightforward but
not treated in this chapter.

An approach proposed by Wasserman and Roeder (2009) is to split the data into two
parts, reducing the dimensionality to a manageable size of predictors (keeping the
important variables with high probability) using the first half of the data, and then to
assign p-values and making a final selection using classical least squares estimation
based on the second part of the data. The procedure of Wasserman and Roeder
(2009) attempts to control the familywise error rate (FWER) which is defined as
IP[V > 0], the probability of making at least one false rejection where V denotes the
number of false selections (i.e. false positives).

The data are split randomly into two disjoint sets I1, I2 ⊂ {1, . . . ,n} with |I1| =
bn/2c, I2 = n− bn/2c, I1 ∩ I2 = /0 and hence I1 ∪ I2 = {1, . . . ,n}. Thus, the cor-
responding data sub-samples are (XI1 ,YI1) and (XI2 ,YI2). Let Ŝ be a variable se-
lection or screening procedure. We denote by Ŝ(I1) the set of selected predictors
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based on (XI1 ,YI1) which may include the choice of potential tuning or regulariza-
tion parameters. A prime example for variable selection or screening is the Lasso
in (2.2) but other methods such as boosting or forward selection from Chapter 12
could be considered as well. The regression coefficients and the corresponding p-
values P̃1, . . . , P̃p of the selected predictors are determined based on the other half of
the data (XI2 ,YI2) by using ordinary least squares estimation and the corresponding
t-tests on the set of variables from Ŝ(I1) and setting P̃j = 1 for all j /∈ Ŝ(I1), i.e.,

P̃j =

{
Praw, j based on YI2 ,XI2,Ŝ(I1)

, if j ∈ Ŝ(I1),
1 , if j /∈ Ŝ(I1),

(11.1)

where Praw, j is the p-value from the two-sided t-test, using least squares estimation,
for H0, j (based on the second half of the data I2 and using only the variables in Ŝ(I1).
If the selected set of variables contains the true model S0, i.e.

Ŝ(I1)⊇ S0,

the p-values P̃j are controlling the (single testing) type I error, assuming Gaussian
errors εi and rank(XI2,Ŝ(I1)

) = |Ŝ(I1)|. Regarding the latter, XI2,Ŝ(I1)
is the design

sub-matrix with rows corresponding to I2 and columns corresponding to Ŝ(I1). The
assumption on the rank is most often fulfilled if |Ŝ(I1)|< n/2. Finally, each p-value
P̃j is adjusted by a factor |Ŝ(I1)| to correct for the multiplicity of the testing problem:

P̃corr, j = min(P̃j · |Ŝ(I1)|,1) ( j = 1, . . . , p). (11.2)

Assuming the conditions (11.3) and (11.4), the p-values in (11.2) control the fami-
lywise error rate (Problem 11.2). The conditions we need are:

lim
n→∞

IP[Ŝbn/2c ⊇ S0] = 1. (11.3)

Furthermore, we assume

lim
n→∞

IP[|Ŝbn/2c|< n/2] = 1. (11.4)

Here, Ŝm denotes any variable selection procedure based on m observations. Some
discussion about these conditions is given below. Of course, if (11.3) and (11.4)
hold, they also hold for Ŝ(I1). For any subset I(m) ⊂ {1, . . . ,n} with |I(m)| = m =

n−bn/2c, let Σ̂(I(m)) = m−1XT
I(m)

XI(m)
. Furthermore, we denote by Σ̂(I(m))S,S the

|S|×|S| sub-matrix corresponding to rows and columns of the subset S⊂{1, . . . , p}.
We assume:

Λmin(Σ̂(I(m))S,S)> 0 for all S with |S|< n/2,
for all I(m) with |I(m)|= m = n−bn/2c, (11.5)
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where Λ 2
min(A) denotes the minimal eigenvalue of a symmetric matrix A. The con-

dition in (11.5) is related to a sparse eigenvalue assumption, see Sections 6.13.5 and
10.6, but we do not require here a uniform positive lower bound.

For the Lasso, the screening property in (11.3) holds assuming a compatibility con-
dition on the design, sparsity and a beta-min condition requiring sufficiently large
(in absolute value) non-zero regression coefficients, see Corollary 7.6 in Chapter 7,
and (11.4) is always true as described in Chapter 2, Section 2.5. The beta-min as-
sumption about large non-zero regression coefficients might be unrealistic in prac-
tice: but without such a condition, we cannot detect small regression coefficients,
see also at the end of Section 2.6 in Chapter 2, Section 7.4, and we also refer to
Leeb and Pötscher (2005). Relaxation of (11.3) to some degree should be possible
in order that the methods in this chapter for constructing p-values would still work.
Other examples where (11.3) holds, assuming suitable conditions on the design and
sufficiently large (in absolute value) non-zero regression coefficients, include the
adaptive Lasso from Section 2.8 in Chapter 2, L2 Boosting described in Section
12.4.4 in Chapter 12, orthogonal matching pursuit (Section 12.7.1 in Chapter 12)
or Sure Independence Screening (Fan and Lv, 2008) (Section 13.9.5 in Chapter
13). The assumption in (11.4) is a sparsity property: if the true active set S0 has
cardinality less than n/2, fulfillment of (11.3) and (11.4) is possible (assuming in
addition a beta-min and a design condition). Finally, (11.5) is a mild condition on
the design since m = |I(m)| ≥ n/2 and the cardinality of the sets |S| < n/2: that is,
the subsample size m is larger than the number of variables in S and thus, requiring
positive definiteness (not with a uniform lower bound for the minimal eigenvalue) is
not very restrictive. A violation of the sparsity property (11.4) or (11.5) would make
it impossible to apply classical t-tests on the retained variables from Ŝ(I1).

To formalize the control of the familywise error rate, we introduce some notation.
The selected model is given by all variables for which the adjusted p-value in (11.2)
is below a significance-cutoff α ∈ (0,1):

Ŝsingle−split FWER(α) = { j; P̃corr, j ≤ α}. (11.6)

We denote the number of false positives (false selections) by

Vsingle−split FWER(α) = |Ŝsingle−split FWER(α)∩Sc
0|.

Then, we have the following results.

Lemma 11.1. Consider the linear model as in (10.1) with fixed design and Gaussian
errors εi ∼ N (0,σ2). Assume that (11.3), (11.4) and (11.5) hold. Then, for any
0 < α < 1:

limsup
n→∞

IP[Vsingle−split FWER(α)> 0]≤ α.

Proof. Consider the event An = {ŜI1 ⊇ S0}∩ {|ŜI1 | < n/2}. By (11.3) and (11.4)
we know that IP[An]→ 1 (n→ ∞). Furthermore, on An, the p-values P̃corr, j in (11.2)
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control the familywise error rate, due to the fact that the data from I2 are independent
from the data in I1, and because of the Gaussian assumption and (11.5) which ensure
validity of the classical t-tests (Problem 11.2). Note that the Bonferroni correction
factor in (11.2) is sufficient on An because we know that all variables which are not
elements of ŜI1 must be noise variables from Sc

0, due to (11.3). 2

The single data-splitting method for the p-values in (11.2) is easy to implement. It
relies, however, on an arbitrary split of the data into I1 and I2. Results, at least for
finite samples, can change drastically if this split is chosen differently. This in itself
is unsatisfactory since results are not reproducible, as illustrated in Figure 11.1, see
also Problem 11.1.

Fig. 11.1 Histogram of adjusted p-values P̃corr, j for a single variable in the motif regression ex-
ample of Section 2.5.2 with n = 287 and p = 195: the different p-values correspond to different
random splits of the data into I1 and I2. Due to the high variability, we call the phenomenon a
“p-value lottery”. The figure is taken from Meinshausen et al. (2009).

11.3 Multi sample splitting and familywise error control

An obvious alternative and improvement to a single arbitrary sample split is to di-
vide the sample repeatedly. For each split we end up with a set of p-values as in
(11.2). It is not obvious, though, how to combine and aggregate these p-values from
multiple sample splits. A possible solution has been worked out in Meinshausen
et al. (2009).

For each hypothesis H0, j, a distribution of p-values is obtained for multiple ran-
dom sample splitting. We will show that error control can be based on the quantiles
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of this distribution. In contrast to the “p-value lottery” phenomenon illustrated in
Figure 11.1, the multi sample split method makes results reproducible, at least ap-
proximately if the number of random splits is chosen to be sufficiently large (in
our presented theory, the number of random splits is fixed though). Moreover, we
will show empirically that, maybe unsurprisingly, the resulting procedure is more
powerful than the single-split method, see Section 11.5.

The multi sample split method is defined as follows:
For b = 1, . . . ,B:

1. Randomly split the original data into two disjoint groups I(b)1 and I[b]2 of (almost)
equal size.

2. Using only I[b]1 , estimate the set of active predictors Ŝ[b] = Ŝ(I[b]1 ).

3. Using only I[b]2 , compute the adjusted (non-aggregated) p-values as in (11.2), i.e.,

P̃[b]
corr, j = min(P̃[b]

j · |Ŝ
[b]|,1) ( j = 1, . . . , p)

where P̃[b]
j is based on the two-sided t-test, as in (11.1), based on I[b]2 and Ŝ[b] =

Ŝ(I[b]1 ).

Finally, we aggregate over the B p-values P̃[b]
corr, j, as discussed next.

11.3.1 Aggregation over multiple p-values

The procedure described above leads to a total of B p-values for each covariate
j = 1, . . . , p. For each j = 1, . . . , p, the goal is to aggregate the p-values P̃[b]

corr, j over
the indices b = 1, . . . ,B. This can be done using quantiles. For γ ∈ (0,1) define

Q j(γ) = min
{

qγ

(
{P̃[b]

corr, j/γ; b = 1, . . . ,B}
)
,1
}
, (11.7)

where qγ(·) is the (empirical) γ-quantile function.

A p-value for each variable j = 1, . . . , p is then given by Q j(γ), for any fixed 0< γ <
1. We will describe in Section 11.3.2 that this is an asymptotically correct p-value
for controlling the familywise error rate.

A proper selection of γ may be difficult. Error control is not guaranteed anymore if
we search for the best value of γ . But we can use instead an adaptive version which
selects a suitable value of the quantile based on the data. Let γmin ∈ (0,1) be a lower
bound for γ , typically 0.05, and define
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Pj =min

�
�
1− logγmin

�
inf

γ∈(γmin,1)
Qj(γ),1

�

( j = 1, . . . , p). (11.8)

The extra correction factor 1− logγmin ensures that the familywise error rate re-
mains controlled despite of the adaptive search for the best quantile, as described in
Theorem 11.1 in Section 11.3.2. For the recommended choice of γmin = 0.05, this
factor is upper bounded by 4; in fact, 1− log(0.05) ≈ 3.996.

Figure 11.2 takes up again the example from Figure 11.1 to illustrate the differ-
ence between the single sample split and the multi sample split method. The left

panel contains the histogram of the adjusted p-values P̃
[b]
corr, j for b = 1, . . . ,B of a

particular (selected) variable j of a motif regression problem using a linear model
with n = 287 and p = 195, as described in Section 2.5.2. The single sample split
method is equivalent to picking one of these p-values randomly and selecting the
variable if this randomly picked p-value is sufficiently small, say less than a sig-
nificance level α . To avoid this “p-value lottery”, the multi sample split method

computes the empirical distribution of all p-values P̃
[b]
corr, j for b = 1, . . . ,B and re-

jects the null hypothesis H0, j : β j = 0 if the empirical distribution crosses from
above the broken line in the right panel of Figure 11.2. A short derivation of the
latter is as follows. Variable j is selected if and only if Pj ≤ α , see (11.8). Us-
ing γmin = 0.05, this happens if and only if there exists some γ ∈ (0.05,1) such
that Qj(γ) ≤ α/(1− log0.05) = α/3.996. Equivalently, using definition (11.7), the

γ-quantile of the adjusted p-values, qγ({P̃
[b]
corr, j}b), has to be smaller than or equal

to αγ/3.996. This in turn is equivalent to the event that the empirical distribution

of the adjusted p-values {P̃
[b]
corr, j; b = 1, . . . ,B} is crossing from above the bound

f (p) =max{0.05, (3.996/α)p} for some p ∈ (0,1). This bound is shown as a bro-
ken line in the right panel of Figure 11.2.

11.3.2 Control of familywise error

The resulting adjusted p-values Pj ( j = 1, . . . , p) from (11.8) can be used for both
familywise error (FWER) and false discovery rate (FDR) control. For FWER control
at level α ∈ (0,1), simply all p-values below α are rejected and the selected subset
is

Ŝmulti−split FWER(α) = { j : Pj ≤ α}. (11.9)

Denote by Vmulti−split FWER(α) = |Ŝmulti−split FWER(α)∩Sc0| the number of false pos-
itive selections.

Theorem 11.1. Consider a linear model as in (10.1) with fixed design and Gaussian
errors and assume that (11.3), (11.4) and (11.5) hold. Furthermore, the number B
of random splits in the multi-split method is fixed. Then, for any γmin ∈ (0,1) (see
(11.8)),
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Fig. 11.2 Left: a histogram of adjusted p-values P̃[b]
corr, j for a single variable in the motif regression

example of Section 2.5.2 with n = 287 and p = 195. This is the same plot as in Figure 11.1. The
single data split method picks randomly one of these p-values (a “p-value lottery”) and rejects
H0, j if it is below α . For the multi data split method, we reject H0, j if and only if the empirical
distribution function of the adjusted p-values crosses from above the broken line (which is f (p) =
max{0.05,(3.996/α)p}) for some value p ∈ (0,1) on the x-axis. This bound is shown as a broken
line for α = 0.05. For the given example, the bound is indeed exceeded and the variable is thus
selected. The figure is taken from Meinshausen et al. (2009).

limsup
n→∞

IP[Vmulti−split FWER(α)> 0]≤ α.

A proof is given in Section 11.8. Instead of working with the adaptive p-values in
(11.8), we could use an empirical quantile Q j(γ) from (11.7) for fixed 0 < γ < 1.
We then define

Ŝmulti−split FWER(α|γ) = { j; Q j(γ)≤ α},

and define Vmulti−split FWER(α|γ) = Ŝmulti−split FWER(α|γ)∩ Sc
0. Then, the following

error control holds.

Proposition 11.1. Consider a linear model as in (10.1) with fixed design and Gaus-
sian errors and assume that (11.3), (11.4) and (11.5) hold. Furthermore, the number
B of random splits in the multi-split method is fixed. Then, for 0 < γ < 1, and where

limsup
n→∞

IP[Vmulti−split FWER(α|γ)> 0]≤ α.

A proof is given in Section 11.8. Besides better reproducibility, the multi sample
split version is empirically found to be more powerful than the single split selec-
tion method (Section 11.5). Regarding asymptotic familywise error control, the pre-
sented theory does not allow for a distinction between the single split method (with
fixed B = 1) and the multi sample split procedure (with fixed B > 1).
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11.4 Multi sample splitting and false discovery rate

Control of the familywise error rate is often considered as too conservative. If many
rejections are made, Benjamini and Hochberg (1995) proposed to control instead
the expected proportion of false rejections, the false discovery rate (FDR). Let V =
|Ŝ∩ Sc

0| be the number of false rejections for a selection method Ŝ and denote by
R = |Ŝ| the total number of rejections. The false discovery rate is defined as the
expected proportion of false rejections

E[Q] with Q =V/max{1,R}. (11.10)

For no rejections with R = 0, the denominator ensures that the false discovery pro-
portion Q is 0, conforming with the definition in Benjamini and Hochberg (1995).

The original FDR controlling procedure in Benjamini and Hochberg (1995) first
orders the observed raw p-values as Praw,(1) ≤ Praw,(2) ≤ . . .≤ Praw,(p) and defines

k = max{i : Praw,(i) ≤
i
p

q} (0 < q < 1). (11.11)

Then all variables or hypotheses with the smallest k p-values are rejected and no
rejection is made if the set in (11.11) is empty. The FDR is controlled this way at
level q under the condition that all p-values are independent. It has been shown in
Benjamini and Yekutieli (2001) that the procedure is conservative under a wider
range of dependencies among p-values; see also Blanchard and Roquain (2008) for
related work. It would, however, require a big leap of faith to assume any such
assumption for our setting of high-dimensional regression. For general dependen-
cies, Benjamini and Yekutieli (2001) showed that control is guaranteed at level
q∑

p
i=1 i−1 ≈ q(1/2+ log(p)), see also Theorem 11.2.

The standard FDR procedure is working with the raw p-values, which are assumed
to be uniformly distributed on [0,1] for true null hypotheses. The division by p in
(11.11) is an effective correction for multiplicity. The multi-split method in Section
11.3.1, however, is producing already adjusted p-values as in (11.8). Working with
multiplicity-corrected p-values, the division by p in (11.11) turns out to be super-
fluous. Instead, we can order the corrected p-values Pj ( j = 1, . . . , p) from (11.8) in
increasing order P(1) ≤ P(2) ≤ . . .≤ P(p) and select the h variables with the smallest
p-values, where

h = h(q) = max{i : P(i) ≤ iq}. (11.12)

The selected set of variables is denoted, with the value of h = h(q) given in (11.12),
by

Ŝmulti−split FDR(q) = { j : Pj ≤ P(h(q))},

with no rejections and Ŝmulti−split FDR(q) = /0, if P(i) > iq for all i = 1, . . . , p.
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This procedure will achieve FDR control at level

q
p

∑
i=1

i−1 ≈ q(1/2+ log p),

as discussed in Section 11.8.3. Thus, to get FDR control at level α ∈ (0,1) we
define:

Ŝmulti−split FDR(α) = { j : Pj ≤ P(h(q(α)))},

h = h(q(α)) as in (11.12), q(α) =
α

∑
p
i=1 i−1 . (11.13)

We will show error control in the following section and demonstrate empirically in
Section 11.5 the advantages of the multi split version over both the single split and
standard FDR controlling procedures.

11.4.1 Control of false discovery rate

The adjusted p-values can be used for FDR control, as described above in Section
11.4. Let Ŝmulti−split FDR(α) be the set of selected variables, as defined in (11.13).
Denote by Vmulti−split FDR(α)) = |Ŝmulti−split FDR(α)∩ Sc

0| and Rmulti−split FDR(α) =

|Ŝmulti−split FDR(α)|. We then have the following result.

Theorem 11.2. Consider a linear model as in (10.1) with fixed design and Gaussian
errors and assume that (11.3), (11.4) and (11.5) hold. Furthermore, the number B
of random splits in the multi-split method is fixed. Then, for any γmin ∈ (0,1) (see
(11.8)),

limsup
n→∞

E[Q(α)]≤ α,

Q(α) =Vmulti−split FDR(α)/max{1,Rmulti−split FDR(α)}.

A proof is given in Section 11.8. As with FWER-control in Section 11.3.2, we could
be using, for any fixed value of γ , the values Q j(γ) ( j = 1, . . . , p) in (11.7) instead
of Pj ( j = 1, . . . ,n) in (11.8). Then, the analogue of Proposition 11.1 also holds for
the FDR controlling procedure described above.
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11.5 Numerical results

In this section we consider the empirical performance of the p-value method in
conjunction with Ŝ from (versions of) the Lasso as a variable screening method. We
use a default significance value of α = 0.05 everywhere.

11.5.1 Simulations and familywise error control

We simulate data from a linear model,

Yi =
p

∑
j=1

β jX
( j)
i + εi (i = 1, . . . ,n),

where ε1, . . . ,εn i.i.d. ∼ N (0,σ2), with random design X1, . . . ,Xn i.i.d Np(0,Σ)
and a sparse β -vector with active set S0 and s0 = |S0|. In each simulation run, a new
parameter vector β is created by either “uniform” or “varying-strength” sampling.
Under “uniform” sampling, s0 randomly chosen components of β are set to 1 and the
remaining p−s0 components to 0. Under “varying-strength” sampling, s0 randomly
chosen components of β are set to values 1, . . . ,s0. The error variance σ2 is adjusted
such that the signal to noise ratio (SNR) is maintained at a desired level at each
simulation run (see Table 11.1). We consider two classes of scenarios with:

(A) n = 100, p = 100 and a Toeplitz covariance matrix Σ with Σ j,k = ρ | j−k|.

(B) As (A) but with p = 1000.

For (A) and (B), we vary in each setting the SNR to 0.25, 1, 4 and 16, and the
number s0 of active variables is either 5 or 10; we fix the value of ρ = 0.5. Thus,
we consider for each setting (A) and (B) 16 different scenarios (4 different SNRs, 2
different sparsity values s0 and 2 different sampling schemes for β ). We perform 50
simulations for each scenario.

As initial variable selection or screening method Ŝ we use three approaches which
are all based on the Lasso. The first one, denoted by Ŝfixed, uses the Lasso and se-
lects those bn/6c variables which appear most often in the regularization path when
varying the penalty parameter. The constant number of bn/6c variables is chosen,
somewhat arbitrarily, to ensure a reasonably large set of selected coefficients on the
one hand and to ensure, on the other hand, that least squares estimation will work
reasonably well on the second half of the data with sample size n− bn/2c. The
second method ŜCV is more data-driven: it uses the Lasso with penalty parameter
chosen by 10-fold cross-validation and selecting the variables whose corresponding
estimated regression coefficients are different from zero. The third method, Ŝadapt is
the adaptive Lasso, with the Lasso solution used as initial estimator for the adaptive
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Lasso, and where the regularization parameters are chosen based on 10-fold cross-
validation. The selected variables are again the ones whose corresponding estimated
regression parameters are different from zero. The number of random splits in the
multi sample split method is always chosen as B = 100.

The average number of true positives and the familywise error rate (FWER) for the
single and multi sample split methods are considered. Results are shown in Fig-
ure 11.3 with the default value γmin = 0.05 in (11.8). Using the multi sample split

Fig. 11.3 Simulation results for setting (A) in the top and (B) in the bottom row. Average number
of true positives vs. the familywise error rate (FWER) for the single split method (“S”) against the
multi-split version (“M”). FWER is controlled (asymptotically) at α = 0.05 for both methods and
this value is indicated by a broken vertical line. From left to right are results for Ŝfixed, ŜCV and
Ŝadapt. Results of a single scenario with specific values of (n, p), SNR and sparsity are joined by a
line, which is solid if the regression coefficients follow the “uniform” sampling and broken other-
wise. Increasing SNR is indicated by increasing symbol size. The figure is taken from Meinshausen
et al. (2009).

method, the average number of true positives (the variables in S0 which are selected)
is typically slightly increased while the FWER (the probability of selecting variables
in Sc

0) is reduced sharply. The single sample split method has often a FWER above
the level α = 0.05 at which it is asymptotically controlled while for the multi sam-
ple split method, the FWER is above the nominal level only in few scenarios. The
asymptotic control seems to give a good control in finite sample settings with the
multi sample split method. The single sample split method, in contrast, selects in
nearly all cases too many noise variables, exceeding the desired FWER sometimes
substantially. This suggests that the error control for finite sample sizes works much
better for the multi sample split method yet with a larger number of true discoveries.
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11.5.1.1 Comparisons with adaptive Lasso

Next, we compare the multi sample split method with the adaptive Lasso described
in Section 2.8 in (2.8). We have used the adaptive Lasso previously as a variable
selection or screening method in the multi sample split procedure. But the adaptive
Lasso is often employed on its own and we use the same choices as previously: the
initial estimator is obtained as the Lasso solution with a 10-fold CV-choice of the
penalty parameter, and the regularization parameter in the adaptive Lasso penalty is
also obtained by 10-fold CV. Table 11.1 shows the simulation results for the multi
sample split method using Ŝadapt and the adaptive Lasso on its own, side by side
for a simulation setting with n = 100, p = 200 and the same settings as in (A)
and (B) otherwise. The adaptive Lasso selects roughly 20 noise variables (out of
p = 200 variables), even though the number of truly relevant variables is just 5 or
10. The average number of false positives is at most 0.04 and often simply 0 with
the multi sample split method. There is clearly a price to pay for controlling the

E( True Positives ) E( False Positives ) P( False Positives > 0 )
Uniform Multi Adaptive Multi Adaptive Multi Adaptive
Sampling |S0| SNR Split Lasso Split Lasso Split Lasso

NO 10 0.25 0.00 2.30 0 9.78 0 0.76
NO 10 1 0.58 6.32 0 20.00 0 1
NO 10 4 4.14 8.30 0 25.58 0 1
NO 10 16 7.20 9.42 0.02 30.10 0.02 1
YES 10 0.25 0.02 2.52 0 10.30 0 0.72
YES 10 1 0.10 7.46 0.02 21.70 0.02 1
YES 10 4 2.14 9.96 0 28.46 0 1
YES 10 16 9.92 10.00 0.04 30.66 0.04 1
NO 5 0.25 0.06 1.94 0 11.58 0 0.84
NO 5 1 1.50 3.86 0.02 19.86 0.02 1
NO 5 4 3.52 4.58 0.02 23.56 0.02 1
NO 5 16 4.40 4.98 0 27.26 0 1
YES 5 0.25 0.02 2.22 0 12.16 0 0.8
YES 5 1 0.82 4.64 0.02 22.18 0.02 1
YES 5 4 4.90 5.00 0 24.48 0 1
YES 5 16 5.00 5.00 0 28.06 0 1

Table 11.1 Comparing the multi sample split method using the adaptive Lasso Ŝadapt (Multi Split)
with the variable selection made by the plain adaptive Lasso with a CV-choice of the involved
penalty parameters (Adaptive Lasso) for settings as in (A) or (B) but with n = 100 and p = 200.

familywise error rate: the multi sample split method detects on average less truly
relevant variables than the adaptive Lasso. For very low SNR, the difference is most
pronounced. The multi sample split method selects in general neither correct nor
wrong variables for SNR = 0.25, while the adaptive Lasso averages between 2 to 3
correct selections, among 9-12 wrong selections. Depending on the objectives of the
study, one would prefer either of the outcomes. For larger SNR, the multi sample
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split method detects almost as many truly important variables as the adaptive Lasso,
while still reducing the number of falsely selected variables from 20 or above to
roughly 0.

The multi sample split method seems most beneficial in settings where the cost of
making an erroneous selection is rather high. For example, expensive follow-up ex-
periments in biomedical applications are usually required for scientific validation,
and a stricter error control will place more of the available resources into experi-
ments which are likely to be successful.

11.5.2 Familywise error control for motif regression in
computational biology

We apply the multi sample split method to real data about motif regression to find
binding sites for the HIF1α transcription factor. More details about the problem and
the data are given in Section 2.5.2. Here, the motif regression problem amounts to
variable selection in a linear model with sample size n= 287 and p= 195 covariates.

We use the multi sample split method with the adaptive Lasso Ŝadapt as described
in Section 11.5.1. The multi sample split method identifies one variable at the 5%
significance level with an adjusted p-value of 0.0059, see (11.8). The single sam-
ple split method is not able to identify a single significant predictor. In view of
the asymptotic error control in Theorem 11.1 and the empirical results in Section
11.5.1, there is substantial evidence that the single selected variable is a truly rele-
vant variable. For this specific application it seems desirable to pursue a conservative
approach with FWER control.

11.5.3 Simulations and false discovery rate control

We now look empirically at the behavior of the multi sample split method for FDR
control, discussed in Section 11.4, and its power to detect truly interesting variables.
We use the Lasso with cross-validation for choosing the regularization parameter,
denoted by ŜCV , for the variable selection or screening step. Turning again to the
simulation setting (A) in Section 11.5.1, we vary the sample size n, the number of
variables p, the signal to noise ratio SNR, the correlation ρ in the Toeplitz design
covariance matrix and the number s0 = |S0| of active variables.

We have empirically illustrated above that the multi sample split method is prefer-
able to the single-split method for familywise error control. Here, we are more in-
terested in a comparison to well understood traditional FDR controlling procedures.
For p < n, the standard approach would be to compute the least squares estima-
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tor once for the full dataset. For each variable, a p-value is obtained and the FDR
controlling procedure as in (11.11) can be applied. This approach obviously breaks
down for p > n whereas the multi sample split method can be applied both to low-
dimensional (p < n) and high-dimensional (p≥ n) settings.

In all settings, the true FDR of the multi sample split method is often close to
zero and always below the controlled value of α = 0.05. Results regarding power
are shown in Figure 11.4 for control at α = 0.05. The multi sample split method
tracks the power of the standard FDR controlling procedure quite closely for low-
dimensional data with p < n. In fact, the multi data split method is doing consider-
ably better if n/p is below, say, 1.5 or the correlation among the variables (and hence
among the tests) is large. An intuitive explanation for this behavior is that, as p ap-
proaches n, the variance of all OLS components β̂ j ( j = 1, . . . , p) is increasing and
it reduces the ability to select the truly important variables. The multi sample split
method, in contrast, trims the total number of variables to a substantially smaller
number on one half of the samples and then suffers less from an increased variance
in the estimated coefficients on the second half of the samples. Repeating this over
multiple splits leads to a surprisingly powerful variable selection procedure even for
low-dimensional data.
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Fig. 11.4 Power of FDR controlling procedures: the multi sample split method (dark bar) and
standard FDR control (light bar). The settings of n, p,ρ,s0 and SNR are given for nine different
scenarios. The height of the bars corresponds to the average number of selected relevant variables.
For p > n, the standard method breaks down and the corresponding bars are set to height 0. The
figure is taken from Meinshausen et al. (2009).
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11.6 Consistent variable selection

We will show here that the sample splitting procedure, in particular the multi sam-
ple split version, lead to consistent variable selection for a high-dimensional linear
model. The single sample split method (which is not advised to be used) can be
viewed as some sort of two-stage procedure: any reasonable variable selection or
screening method Ŝ is followed by least squares estimation on the selected vari-
ables. In contrast to the Lasso-OLS hybrid or the more general relaxed Lasso, see
Section 2.10, or also in contrast to the adaptive or thresholded Lasso, see Sections
2.8 and 2.9, the two-stage procedure here is based on independent half-samples.

If we let the significance level α = αn → 0 for n→ ∞, the probability of falsely
including a noise variable vanishes because of Proposition 11.1 or Theorem 11.1 on
familywise error control. In order to get consistent variable selection, in the sense
that

IP[Ŝ = S0]→ 1 (n→ ∞),

where Ŝ = Ŝsingle−split FWER as in (11.6) or Ŝmulti−split FWER as in (11.9), we have to
analyze the asymptotic behavior of the power. This will be discussed next.

11.6.1 Single sample split method

We present now sufficient conditions for consistent variable selection with the single
sample split method. Although the method is not advised to be used, see the “p-value
lottery” in Figure 11.1, it is easier to understand the mathematical properties for this
procedure first and then analyze the multi sample splitting method afterwards. We
assume that the splitting into I1 and I2 is fixed (e.g. a fixed realization of a random
splitting mechanism). We make the following assumptions. First, we need a slightly
stronger sparsity property:

IP[|Ŝbn/2c| ≤ an]→ 1, an = o(n). (11.14)

Note that together with the screening property (11.3), this implies

s0 = |S0| ≤ an = o(n). (11.15)

We also refer to Corollary 7.10 and Corollary 7.14 in Chapter 7 showing that the
Lasso has no more than O(s0) false positive selections under strong conditions while
the adaptive Lasso achieves O(s0) false positives under more relaxed assumptions,
see Section 7.11.4. Furthermore, we need an assumption regarding the power of the
individual tests. Denote by TI2,S; j the t-statistics for variable j based on the second
half of the sample I2 and based on a linear model with covariates from the set S ⊆



11.6 Consistent variable selection 375

{1, . . . , p} (assuming implicitly that j ∈ S). In other words,

TI2,S; j =
β̂ OLS

I2; j|S

σ̂OLS
I2;S

√
(XT

I2,S
XI2,S)

−1
j, j

, (11.16)

where β̂ OLS
I2; j|S and σ̂OLS

I2;S are the standard ordinary least squares estimators based on
sub-sample I2 and covariates from S. We then assume

sup
S∈S

∑
j∈S0

IP[|TI2,S; j|< t(1−αn/2, |I2|− |S|)]→ 0 (n→ ∞),

S = {S; S0 ⊆ S, |S| ≤ an}, (11.17)

where an is as in (11.14). Thereby, t(γ,m) denotes the γ-quantiles of a tm-distribution.
We note that the degrees of freedom above are lower bounded by

|I2|− |S| ≥ n−bn/2c−an→ ∞ (n→ ∞),

since an = o(n). We will show in Lemma 11.3 that (11.17) holds assuming that the
true absolute coefficients |β j| are sufficiently large for all j ∈ S0 and some rather
weak regularity condition on the design.

Lemma 11.2. Consider the linear model as in (10.1) with fixed design and Gaussian
errors εi ∼N (0,σ2). Assume the screening property (11.3), the sparsity property
(11.14) and (11.17). Then, IP[Ŝsingle−split FWER(αn)⊇ S0]→ 1 (n→ ∞).

Proof.

IP[∩ j∈Sc
0
{ j ∈ Ŝsingle−split FWER(αn)}] = 1− IP[∪ j∈Sc

0
{ j /∈ Ŝsingle−split FWER(αn)}]

≥ 1− ∑
j∈Sc

0

IP[ j /∈ Ŝsingle−split FWER(αn)]

= 1− ∑
j∈Sc

0

IP[|TI2,ŜI1; j
|< t(1−αn/2, |I2|− |ŜI1 |)]→ 1 (n→ ∞),

where the last convergence is due to assumption (11.17). 2

11.6.1.1 Verification of condition (11.17)

We give here sufficient conditions such that (11.17) holds. Assume that for I2 = I2,n
as n is growing,

inf
j∈S0
|β j| ≥Cnn−1/2

√
log(|S0|) sup

S∈S
(|I2,n|−1XT

I2,n,S
XI2,n,S)

−1
j, j

for some Cn→ ∞ growing arbitrarily slowly. (11.18)
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This condition holds as follows: assume for I2 = I2,n and for some M < ∞,

sup
S∈S ,n∈N

(|I2,n|−1XT
I2,n,SXI2,n,S)

−1
j, j ≤M < ∞, (11.19)

then (11.18) is implied by

inf
j∈S0
|β j| ≥Cnn−1/2

√
log(|S0|), (11.20)

where the constant M is absorbed into Cn. Furthermore, assumption (11.19) holds if
for some D > 0,

inf
S∈S ,n∈N

Λmin(|I2,n|−1XT
I2,n,SXI2,n,S)≥ D > 0, (11.21)

where Λ 2
min(A) denotes the minimal eigenvalue of a symmetric matrix A. We leave

the derivation as Problem 11.3. Assumption (11.21) is a sparse eigenvalue assump-
tion as used in Section 10.6 and discussed in Section 6.13.5. (We note that the
beta-min condition below in (11.22), needed for variable screening, is sufficient
for (11.20) if |S0|

√
log(p)/ log(|S0|) is growing with n).

Lemma 11.3. Consider the linear model as in (10.1) with fixed design and Gaussian
errors εi∼N (0,σ2). Assume that (11.18) holds. Then there exists a sequence αn→
0 (n→ ∞) such that condition (11.17) holds (for such an αn).

A proof is given in Section 11.8. The sequence αn could be made more explicit as a
function of the value an in (11.14) and the lower bound for the absolute regression
coefficients in (11.18).

We now give some sufficient conditions for consistent variable selection with the
single sample split method.

Corollary 11.1. Consider the linear model as in (10.1) with fixed design and Gaus-
sian errors. Assume the screening property (11.3), the sparsity property from (11.4),
the assumption on the non-zero regression coefficients from (11.18) and a design
condition as in (11.21). Then, there exists a sequence αn→ 0 (n→∞) such that the
single sample split FWER procedure satisfies:

IP[Ŝsingle−split FWER(αn) = S0]→ 1 (n→ ∞).

The corollary follows from Lemma 11.1 (which holds also for α = αn depending
on n in an arbitrary way; see the proof), Lemma 11.2 and 11.3.

Using the Lasso as variable screening procedure Ŝ, the screening property in (11.3)
follows from a compatibility condition on the design and a beta-min condition on
the non-zero regression coefficients of the form

inf
j∈S0
|β0, j| ≥C|S0|

√
log(p)

n
. (11.22)
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For more details, see Section 2.5 and Section 6.2.2. Condition (11.22) together with
(11.21) implies (11.18). We note that (11.22) might be overly unrealistic in practice:
this problem is briefly discussed at the end of Section 2.6 in Chapter 2 and in Section
7.4.

11.6.2 Multi sample split method

It turns out that variable selection consistency of the single sample split method
implies the same property for the multi sample split procedure, as described next.

Proposition 11.2. Let Ŝsingle−split FWER(α) be the selected model of the single sam-
ple split method. Assume that α = αn → 0 can be chosen for n → ∞ such that
limn→∞ IP[Ŝsingle−split FWER(αn) = S0] = 1, for every single sample split into I1 and
I2. Then, for any γmin ∈ (0,1) (see (11.8)), the multi sample split method, with fixed
number B of random splits, is also consistent for variable selection, i.e.,

lim
n→∞

IP[Ŝmulti−split FWER(αn) = S0] = 1.

A proof is given in Section 11.8. Proposition 11.2 is no surprise as the multi sample
split method should be at least as good as the single sample split analogue. This is
intuitively clear and is also illustrated with empirical results in Section 11.5.

Sufficient conditions for variable selection consistency with the single sample split
method are summarized in Corollary 11.1. We remark that we have to strengthen
condition (11.21) to hold for every (single) sample split, i.e.

inf
S∈S ,I(m),n∈N

Λmin(m−1XT
I(m),S

XI(m),S)≥ D > 0,

where the infimum also runs over all subsets I(m) ⊂ {1, . . . ,n} of cardinality m =
n−bn/2c.

11.7 Extensions

We briefly discuss how the sample-splitting methodology can be used for other mod-
els and for controlling other error measures.
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11.7.1 Other models

Due to the generic nature of the sample splitting methodology, extensions are
straightforward to situations where (asymptotically valid) p-values Praw j for hy-
potheses H0, j ( j = 1, . . . , p), based on the second half of the data I2 as in (11.1),
are available.

An important class of examples are generalized linear models (GLMs), described
in Chapter 3. The null-hypotheses are H0, j : β j = 0 ( j = 1, . . . , p) as for linear
models. We could use the Lasso for GLMs, see Section 3.2.1, for variable screening
or selection based on the first half of the sample I1. The p-values based on the second
half of the data I2 rely on classical (e.g. likelihood ratio) tests applied to the selected
submodel, analogous to the methodology proposed for linear models.

Another example are (generalized) additive models, described in Chapter 5. The
null-hypotheses are then H0, j : f j(·)≡ 0 ( j = 1, . . . , p), saying that additive functions
are zero. We could use the estimator in (5.5) using the sparsity smoothness penalty
for variable screening based on the first half of the sample I1. Approximate p-values
based on the second half of the data I2 could be obtained by likelihood ratio tests,
see e.g. Wood (2006).

A third example are Gaussian Graphical Models, described in Chapter 13, Section
13.4. There, the dimensionality reduction on the first half of the sample I1 can be
based on an `1-penalization scheme such as the GLasso, see Section 13.4.1. The
p-values based on the second half of the data I2 rely again on classical likelihood
ratio tests, see e.g. Lauritzen (1996).

11.7.2 Control of expected false positive selections

In some settings, control of FWER, say at α = 0.05, is too conservative. One can ei-
ther resort to control of FDR, as described in Section 11.4. Alternatively, the FWER
control procedure can easily be adjusted to control the expected number of false
positives. Define, for M > 1 and 0 < α < 1,

Ŝmulti−split FP(α,M) = { j; Pnon−capp, j/M ≤ α},

where Pnon−capp, j are adjusted p-values as in (11.8), but not capped at 1. Further-
more, let

Vmulti−split FP(α,M) = |Ŝmulti−split FP(α,M)∩Sc
0|.

Then, the expected number of false positives is controlled:

limsup
n→∞

E[Vmulti−split FP(α,M)]≤ αM. (11.23)
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A proof of this follows directly from the proof of Theorem 11.1. We leave it as
Problem 11.4. For example, setting M = α−1δ (δ > 0 small) offers a much less
conservative error control than using the familywise error. Note that control of the
expected number of false positives could also be achieved with the stability selection
method, albeit under a strong exchangeability assumption as described in Theorem
10.1.

11.8 Proofs

11.8.1 Proof of Proposition 11.1

For technical reasons we define

K[b]
j = P̃[b]

corr, jl(S0 ⊆ Ŝ[b])+ l(S0 6⊆ Ŝ[b]). (11.24)

Thus, K[b]
j is the adjusted p-value if the estimated active set contains the true active

set, and it equals 1 otherwise. Consider the set

An = {K[b]
j = P̃[b]

corr, j for all b = 1, . . . ,B}.

Because of assumption (11.3), and since B is fixed, we have

IP[An]→ 1 (n→ ∞).

Therefore, we define all the quantities involving P̃[b]
corr, j also with K[b]

j , and it is suffi-
cient to show, under this slightly altered (theoretical) procedure that

IP[min
j∈Sc

0

Q j(γ)≤ α]≤ α.

In particular we can omit here the limes superior since on the set An, we can show
finite sample error control.

We also omit for the proof the truncation function min{1, ·} from the definitions of
Q j(γ) and Pj in (11.7) and (11.8), respectively. The selected sets of variables are
clearly unaffected and the notation simplifies considerably.

Define for u∈ (0,1) the quantity π j(u) as the fraction of split samples that yield K[b]
j

less than or equal to u,

π j(u) =
1
B

B

∑
b=1

l(K[b]
j ≤ u).
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Note that the events {Q j(γ)≤ α} and {π j(αγ)≥ γ} are equivalent. Hence,

IP[min
j∈Sc

0

Q j(γ)≤ α]≤ ∑
j∈Sc

0

E[l(Q j(γ)≤ α)] = ∑
j∈Sc

0

E[l(π j(αγ)≥ γ)]. (11.25)

Using a Markov inequality,

∑
j∈Sc

0

E[l(π j(αγ)≥ γ)]≤ 1
γ

∑
j∈Sc

0

E[π j(αγ)]. (11.26)

By definition of π j(·),

1
γ

∑
j∈Sc

0

E[π j(αγ)] =
1
γ

1
B

B

∑
b=1

∑
j∈Sc

0∩Ŝ[b]
E[l(K[b]

j ≤ αγ)]. (11.27)

Here we have used that K[b]
j = 1 for j /∈ Ŝ[b]. Moreover, using the definition of K[b]

j
in (11.24),

E[l(K[b]
j ≤ αγ)]≤ IP[P̃[b]

corr, j ≤ αγ|S0 ⊆ Ŝ[b]] =
αγ

|Ŝ[b]|
. (11.28)

This is a consequence of the uniform distribution of P̃[b]
j given S0 ⊆ Ŝ[b], for j ∈ Sc

0.
Summarizing, using (11.25)-(11.28) we get

IP
(

min
j∈Sc

0

Q j(γ)≤ α

)
≤ 1

γ

1
B

B

∑
b=1

E
(

∑
j∈Sc

0∩Ŝ[b]

αγ

|Ŝ[b]|

)
≤ α,

which completes the proof. 2

11.8.2 Proof of Theorem 11.1

As in the proof of Proposition 11.1, we will work with K[b]
j instead of P̃[b]

corr, j. Anal-

ogously, instead of the non-adjusted P̃[b]
j , we work with

K̃[b]
j = P̃[b]

j l(S0 ⊆ Ŝ[b])+ l(S0 6⊆ Ŝ[b]).

For any K̃[b]
j with j ∈ Sc

0 and α ∈ (0,1),

E
( l(K̃[b]

j ≤ αγ)

γ

)
≤ α. (11.29)
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Furthermore,

E
(

max
j∈Sc

0

l(K[b]
j ≤ αγ)

γ

)
≤ E

(
∑
j∈Sc

0

l(K[b]
j ≤ αγ)

γ

)
≤ E

(
∑

j∈Sc
0∩Ŝ[b]

l(K[b]
j ≤ αγ)

γ

)
,

where we use that K[b]
j = 1 for j /∈ Ŝ[b], and hence, with (11.29) and using the defi-

nition (11.24) of K[b]
j ,

E
(

max
j∈Sc

0

l(K[b]
j ≤ αγ)

γ

)
≤ E

(
∑

j∈Sc
0∩Ŝ[b]

α

|Ŝ[b]|

)
≤ α. (11.30)

For a random variable U taking values in [0,1],

sup
γ∈(γmin,1)

l(U ≤ αγ)

γ
=

 0 U ≥ α,
α/U αγmin ≤U < α,

1/γmin U < αγmin.

Moreover, if U has a uniform distribution on [0,1],

E
(

sup
γ∈(γmin,1)

l(U ≤ αγ)

γ

)
=
∫

αγmin

0
γ
−1
mindx+

∫
α

αγmin

αx−1dx = α(1− logγmin).

Hence, by using that K̃[b]
j has a uniform distribution on [0,1] for all j ∈ Sc

0, condi-
tional on the event S0 ⊆ Ŝ[b],

E
(

sup
γ∈(γmin,1)

l(K̃[b]
j ≤ αγ)

γ

)
≤ E

(
sup

γ∈(γmin,1)

l(K̃[b]
j ≤ αγ)

γ
|S⊆ Ŝ[b]

)
= α(1−logγmin),

where we used that l(K̃[b]
j ≤ αγ) = 0 if S0 6⊆ Ŝ[b]. Analogously to (11.30), we can

then deduce that

∑
j∈Sc

0

E
(

sup
γ∈(γmin,1)

l(K[b]
j ≤ αγ)

γ

)
≤ α(1− logγmin).

Averaging over all split samples yields

∑
j∈N

E
(

sup
γ∈(γmin,1)

1
B ∑

B
b=1 l(K[b]

j /γ ≤ α)

γ

)
≤ α(1− logγmin).

Using again a Markov inequality,
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∑
j∈Sc

0

E[ sup
γ∈(γmin,1)

l(π j(αγ)≥ γ)]≤ α(1− logγmin),

where we have used the same definition for π j(·) as in the proof of Proposition 11.1.

Due to the equivalence {Q j(γ)≤ α}= {π j(αγ)≥ γ}, it follows that

∑
j∈Sc

0

IP[ inf
γ∈(γmin,1)

Q j(γ)≤ α]≤ α(1− logγmin),

implying that

∑
j∈Sc

0

IP[ inf
γ∈(γmin,1)

Q j(γ)(1− logγmin)≤ α]≤ α.

Using the definition of Pj in (11.8),

∑
j∈Sc

0

IP[Pj ≤ α]≤ α, (11.31)

and thus, by the union bound,

IP[min
j∈Sc

0

Pj ≤ α]≤ α,

which completes the proof. 2

11.8.3 Proof of Theorem 11.2

As in the proofs of Proposition 11.1 and Theorem 11.1, we use implicitly for all
p-values a version as in (11.24). We denote by

q = α

p

∑
i=1

i−1, (11.32)

as in (11.13). Let

pi jk = IP[{Pi ∈ [( j−1)q, jq]}∩C(i)
k ] (i, j = 1, . . . , p),

where C(i)
k is the event:

C(i)
k = {variable i rejected ⇒ k−1 other variables are rejected}.

Here, the word rejected means that the variable is not in the set Ŝmulti−split FDR(α).
This notation is as in Benjamini and Yekutieli (2001, proof of Theorem 1.3).
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Now, as shown in equation (10) and then again in (28) in Benjamini and Yekutieli
(2001),

E[Q(α)] = ∑
i∈Sc

0

p

∑
k=1

1
k

k

∑
j=1

pi jk.

Using this result, we use in the beginning of the next (in-)equalities a similar argu-
ment to Benjamini and Yekutieli (2001),

E[Q(α)] = ∑
i∈Sc

0

p

∑
k=1

1
k

k

∑
j=1

pi jk = ∑
i∈Sc

0

p

∑
j=1

p

∑
k= j

1
k

pi jk

≤ ∑
i∈Sc

0

p

∑
j=1

p

∑
k= j

1
j

pi jk ≤ ∑
i∈Sc

0

p

∑
j=1

1
j

p

∑
k=1

pi jk =
p

∑
j=1

1
j ∑

i∈Sc
0

p

∑
k=1

pi jk. (11.33)

Let us denote by

f ( j) := ∑
i∈Sc

0

p

∑
k=1

pi jk, j = 1, . . . , p.

The last inequality in (11.33) can then be rewritten as

E[Q(α)] ≤
p

∑
j=1

1
j

f ( j) = f (1)+
p

∑
j=2

1
j

( j

∑
j′=1

f ( j′)−
j−1

∑
j′=1

f ( j′)
)

=
p−1

∑
j=1

(
1
j
− 1

j+1
)

j

∑
j′=1

f ( j′)+
1
p

p

∑
j′=1

f ( j′). (11.34)

Note that, in analogy to (27) in Benjamini and Yekutieli (2001),

p

∑
k=1

pi jk = IP
(
{Pi ∈ [( j−1)q, jq]}∩

p⋃
k

C(i)
k

)
= IP

(
Pi ∈ [( j−1)q, jq]

)
,

and hence

f ( j) = ∑
i∈Sc

0

p

∑
k=1

pi jk = ∑
i∈Sc

0

IP
(
Pi ∈ [( j−1)q, jq]

)
.

Thus, it follows that

j

∑
j′=1

f ( j′) = ∑
i∈Sc

0

IP[Pi ≤ jq]≤ jq,

where the last inequality is due to (11.31) in the proof of Theorem 11.1. Using this
bound in (11.34), we obtain
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E[Q(α)]≤
p−1

∑
j=1

(
1
j
− 1

j+1
) jq+

1
p

pq = (
p−1

∑
j=1

1
j( j+1)

j+1)q = q
p

∑
j=1

1
j
= α,

due to the definition in (11.32). This completes the proof. 2

11.8.4 Proof of Proposition 11.2

Because the single sample split method is model selection consistent, it must hold
that IP[max j∈S0 P̃j|ŜI1 | ≤ αn]→ 1 for n→∞. Using multiple sample splits, this prop-
erty holds for each of the (fixed number of) B splits and hence

IP[max
j∈S0

max
b=1,...,B

P̃[b]
j |Ŝ

[b]| ≤ αn]→ 1.

This implies that the quantile max j∈S0 Q j(1) is bounded from above by αn, with
probability converging to 1 as n→ ∞. The maximum over all j ∈ S0 of the ad-
justed p-values Pj = (1− logγmin) infγ∈(γmin,1) Q j(γ), see (11.8), is thus bounded
from above by (1− logγmin)αn, again with probability converging to 1 for n→ ∞.
Thus, all variables in S0 are selected with probability tending to 1 which completes
the proof. 2

11.8.5 Proof of Lemma 11.3

We write (11.16) as:

TI2,S, j =
β̂ OLS

j|S

σ

√
(XT

I2,S
XI2,S)

−1
j, j

· σ

σ̂OLS
S

=: Uj|S ·VS.

For the first variable, since S⊇ S0,

Uj|S =
β̂ OLS

j|S

σ

√
(XT

I2,S
XI2,S)

−1
j, j

∼N (µ j,1),

µ j =
β j

σ

√
(XT

I2,S
XI2,S)

−1
j, j

. (11.35)

For the second variable, we use that

(σ̂OLS
S )2/σ

2 ∼ χ
2
n−|S|/(n−|S|).
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Thus, since |S| ≤ an = o(n), |S0| ≤ an = o(n) (see (11.15)), and the exponentially
fast concentration of the χ2

n/n distribution around 1, see Example 14.1 in Chapter
14, we have for any δ > 0,

sup
S∈S
|S0|IP

(∣∣∣ σ

σ̂OLS
S
−1
∣∣∣≤ δ

)
→ 1 (n→ ∞). (11.36)

Next, we use

IP
(
|Uj|S|VS > c

)
≥ IP

(
|Uj|S|VS > c,VS ∈ [1−δ ,1+δ ]

)
≥ IP

(
|Uj|S|>

c
1−δ

,VS ∈ [1−δ ,1+δ ]

)
.

where the last inequality holds due to the implication that |Uj|S| > c
1−δ

and VS ∈
[1−δ ,1+δ ] imply that |Uj|S|VS > c. Now, we use that IP[A∩B]≥ IP[A]− IP[Bc] for
any two events A and B: we leave the derivation as Problem 11.5. Therefore,

IP
(
|Uj|S|VS > c

)
> IP

(
|Uj|S|>

c
1−δ

)
− IP

(
Vs /∈ [1−δ ,1+δ ]

)
. (11.37)

Now,

IP
(
|Uj|S|>

c
1−δ

)
≥


IP
(

Z > c
1−δ
− β j |I2|1/2

σ

√
(|I2|−1XT

I2,S
XI2,S)

−1
j, j

)
if β j > 0,

IP
(

Z <− c
1−δ

+
β j |I2|1/2

σ

√
(|I2|−1XT

I2,S
XI2,S)

−1
j, j

)
if β j < 0,

where Z ∼N (0,1), see (11.35).

Now choose c = t(1−αn/2, |I2| − an). Due to (11.18), the dominating terms are
β j |I2|1/2

σ

√
(|I2|−1XT

I2,S
XI2,S)

−1
j, j

, and because of (11.18) we obtain

sup
S∈S

∑
j∈S0

IP
(
|Uj|S| ≤

t(1−αn/2, |I2|−an)

1−δ

)
→ 0 (n→ ∞), (11.38)

where αn can be chosen to converge to 0 sufficiently slowly. The exact derivation is
left as Problem 11.6.

Using (11.37), (11.38) and (11.36), we complete the proof. 2
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Problems

11.1. Describe why the “p-value lottery” in Figure 11.1 arises. Which conditions
ensuring variable screening, see (11.3), appear to be violated ? (See also Section
2.5 in Chapter 2, describing the screening properties of the Lasso). Are there other
plausible reasons?

11.2. Show that the p-values in (11.2) control the familywise error rate, assuming
(11.3), (11.4) and Gaussian errors.

11.3. Condition (11.21) is sufficient for condition (11.19) by using the following
fact. For a symmetric m×m matrix A with positive minimal eigenvalue Λ 2

min(A)> 0:

A−1
j, j ≤

1
Λ 2

min(A)
.

Prove that the latter holds.
Hint: Use the spectral decomposition A = UDUT , where UTU = UUT and D =
diag(λ1, . . . ,λm) containing the eigenvalues λ1 ≤ . . . ≤ λm. The inverse is then
A−1 =UD−1UT .

11.4. Prove formula (11.23).

11.5. Prove that for any two events A and B:

IP[A∩B]≥ IP[A]− IP[Bc].

11.6. Prove the bound in (11.38) by showing

sup
S∈S , j∈S0

|S0|IP[|Uj|S| ≤
t(1−αn/2, |I2|−an)

1−δ
]→ 0.

Note that the sequence αn can be chosen to converge to 0 sufficiently slowly.



Chapter 12

Boosting and greedy algorithms

Abstract Boosting algorithms or greedy methods are computationally fast and of-
ten powerful for high-dimensional data problems. They have been mainly developed
for classification and regression. Regularization arises in form of algorithmic con-
straints rather than explicit penalty terms. Interestingly, both of these regularization
concepts are sometimes close to being equivalent, as shown for linear models by
Efron et al. (2004). We present boosting and related algorithms, including a brief
discussion about forward variable selection and orthogonal matching pursuit. The
exposition in this chapter is mainly focusing on methodology and describing sim-
ple computational ideas. Mathematical theory is developed for special cases like
one-dimensional function estimation or high-dimensional linear models.

12.1 Organization of the chapter

After an introduction, we present in Section 12.3 the gradient boosting algorithm
representing the core methodological idea of boosting. Different loss functions for
different settings, including regression and classification, and their corresponding
boosting algorithms are described in Section 12.4. The choice of the weak learner or
base procedure is treated in Section 12.5. Section 12.4.4.1 contains a more detailed
description of L2Boosting based on the squared error loss for regression. It covers
asymptotic optimality and high-dimensional consistency as well as methodological
connections to the Lasso. Forward variable selection and orthogonal matching pur-
suit are discussed in Section 12.7. Finally, all proofs are collected in Section 12.8.
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12.2 Introduction and preliminaries

Freund and Schapire’s AdaBoost algorithm for classification (Freund and Schapire,
1996, 1997), the first successful boosting algorithm, has attracted much attention in
the machine learning community (cf. Schapire, 2002, and the references therein) as
well as in related areas in statistics (Breiman, 1998, 1999; Friedman et al., 2000;
Friedman, 2001; Bühlmann and Hothorn, 2007). AdaBoost and its various versions
have been empirically found to be very competitive in a variety of applications.
Furthermore, there is a striking similarity between gradient based boosting and the
Lasso in linear or generalized linear models. Thus, despite substantial conceptual
differences, boosting-type algorithms are implicitly related to `1-regularization.

12.2.1 Ensemble methods: multiple prediction and aggregation

Boosting algorithms have been originally proposed as ensemble methods. They rely
on the principle of generating multiple predictions from re-weighted data which are
then aggregated using linear (or convex) combination or majority voting for building
the final estimator or prediction.

First, we specify a base procedure, sometimes also called weak learner, which con-
structs a function estimate or a prediction ĝ(·) based on some input data (X1,Y1), . . . ,
(Xn,Yn) with covariates Xi and responses Yi:

(X1,Y1), . . . ,(Xn,Yn)
base procedure

−→ ĝ(·).

A very popular base procedure is a regression tree. Other examples will be described
in Section 12.5.

Generating an ensemble from the base procedure, i.e., an ensemble of function esti-
mates or predictions, works generally as follows:

re-weighted data 1
base procedure

−→ ĝ[1](·)

re-weighted data 2
base procedure

−→ ĝ[2](·)

· · · · · ·
· · · · · ·

re-weighted data M
base procedure

−→ ĝ[M](·)

aggregation: f̂A(·) =
M
∑

m=1
αmĝ[m](·),
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using suitable coefficients α1, . . . ,αM . What is termed here “re-weighted data”
means that we assign individual data weights to every of the n sample points.
Thereby, we implicitly assume that the base procedure allows to do some weighted
fitting, i.e., estimation is based on a weighted sample. Throughout this chapter (ex-
cept in Section 12.2.2), we assume that a base procedure estimate ĝ(·) is real-valued,
i.e., a regression-type procedure.

The above description of an ensemble scheme is too general to be of any direct use.
The specification of the data re-weighting mechanism as well as the form of the lin-
ear combination coefficients {αm}M

m=1 are crucial, and various choices characterize
different ensemble schemes. Boosting methods are special kinds of sequential en-
semble schemes, where the data weights in iteration m depend on the results from
the previous iteration m−1 only.

12.2.2 AdaBoost

The AdaBoost algorithm for binary classification (Freund and Schapire, 1997) is
the most well known boosting algorithm. Consider data (X1,Y1), . . . ,(Xn,Yn) with
Yi ∈ {0,1} and p-dimensional covariates Xi. The base procedure is a classifier with
values in {0,1}, for example a classification tree (slightly different from a real-
valued function estimator as assumed above). The digression from using a real-
valued base procedure is only for this subsection as we will not consider the Ada-
Boost algorithm any further. AdaBoost is briefly presented in Algorithm 6: the in-
tention of the description is for the sake of completeness since it has been the first
successful boosting algorithm. Afterwards, in the following sections, we will exclu-
sively focus on so-called gradient boosting algorithms.

By using the terminology mstop (instead of M as in the general description of en-
semble schemes), we emphasize here and later that the iteration process should be
stopped to avoid overfitting. It is a tuning parameter of AdaBoost and it is typically
selected using some cross-validation scheme.

12.3 Gradient boosting: a functional gradient descent algorithm

Breiman (1998, 1999) showed that the AdaBoost algorithm can be represented as
a steepest descent algorithm in function space which we call functional gradient
descent (FGD). Friedman et al. (2000) and Friedman (2001) developed later a more
general, statistical framework which yields a direct interpretation of boosting as a
method for function estimation. In their terminology, it is a “stagewise, additive
modeling” approach (but the word “additive” doesn’t imply a model fit which is
additive in the covariates, see Section 12.5).
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Algorithm 6 AdaBoost algorithm

1: Initialize weights for individual sample points: w[0]
i = 1/n for i = 1, . . . ,n. Set m = 0.

2: Increase m by one: m← m+1.
Fit the base procedure to the weighted data, i.e., do a weighted fitting using the weights w[m−1]

i ,
yielding the classifier ĝ[m](·).

3: Compute the weighted in-sample misclassification rate

err[m] =
n

∑
i=1

w[m−1]
i l

(
Yi 6= ĝ[m](Xi)

)
/

n

∑
i=1

w[m−1]
i ,

α
[m] = log

(
1− err[m]

err[m]

)
,

and up-date the weights

w̃i = w[m−1]
i exp

(
α
[m]l
(

Yi 6= ĝ[m](Xi)
))

,

w[m]
i = w̃i/

n

∑
j=1

w̃ j.

4: Iterate steps 2 and 3 until m = mstop and build the aggregated classifier by weighted majority
voting:

f̂AdaBoost(x) = argmax
y∈{0,1}

mstop

∑
m=1

α
[m]l
(

ĝ[m](x) = y
)
.

The classification rule is then given by

CAdaBoost(x) = l
(

f̂AdaBoost(x)> 0
)
.

Consider the problem of estimating a real-valued function

f 0(·) = argmin
f (·)

E[ρ( f (X),Y )], (12.1)

where ρ(·, ·) is a loss function which is typically assumed to be differentiable and
convex with respect to the first argument and minimization is over all (measurable)
functions f (·). For example, the squared error loss ρ( f ,y) = |y− f |2 yields the
well-known population minimizer f 0(x) = E[Y |X = x].

12.3.1 The generic FGD algorithm

In the following, FGD and boosting are used as equivalent terminology for the same
method or algorithm. Estimation of f 0(·) in (12.1) with boosting can be done by
considering the empirical risk n−1

∑
n
i=1 ρ( f (Xi),Yi) and pursuing iterative steepest
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descent in function space. We note that there is no explicit regularization term when
minimizing the empirical risk: as we will describe below, regularization with boost-
ing is done via algorithmic constraints, namely the number of iterations in the op-
timization process. The following algorithm has been given by Friedman (2001).

Algorithm 7 Generic FGD algorithm
1: Initialize f̂ [0](·) with an offset value. Common choices are

f̂ [0](·)≡ argmin
c

n−1
n

∑
i=1

ρ(c,Yi)

or f̂ [0](·)≡ 0. Set m = 0.
2: Increase m by one: m← m+1.

Compute the negative gradient − ∂

∂ f ρ( f ,Y ) and evaluate at f̂ [m−1](Xi):

Ui =−
∂

∂ f
ρ( f ,Yi)| f= f̂ [m−1](Xi)

, i = 1, . . . ,n.

3: Fit the negative gradient vector U1, . . . ,Un to X1, . . . ,Xn by the real-valued base procedure (e.g.
regression)

(Xi,Ui)
n
i=1

base procedure
−→ ĝ[m](·).

Thus, ĝ[m](·) can be viewed as an approximation of the negative gradient vector.
4: Up-date f̂ [m](·) = f̂ [m−1](·)+ν · ĝ[m](·), where 0 < ν ≤ 1 is a step-length factor (see below),

i.e., proceed along an estimate of the negative gradient vector.
5: Iterate steps 2 to 4 until m = mstop for a pre-specified stopping iteration mstop.

The stopping iteration mstop, which is the main tuning and regularization parameter,
can be determined via cross-validation. The choice of the step-length factor ν in step
4 is of minor importance, as long as it is “small” such as ν = 0.1. A smaller value of
ν typically requires a larger number of boosting iterations and thus more computing
time, while the predictive accuracy has been empirically found to be potentially
better and almost never worse when choosing ν “sufficiently small” like ν = 0.1
(Friedman, 2001). We remark that Friedman (2001) suggests to use an additional
line search between steps 3 and 4 (in case of other loss functions ρ(·, ·) than squared
error): it yields a slightly different algorithm but the additional line search seems
unnecessary for achieving a good estimator f̂ [mstop].

12.3.1.1 Alternative formulation in function space

In steps 2 and 3 of the generic FGD Algorithm 7, we associated with U1, . . . ,Un a
negative gradient vector. A reason for this can be seen from the following formula-
tion in function space.
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Consider the empirical risk functional C( f ) = n−1
∑

n
i=1 ρ( f (Xi),Yi), that is, we re-

gard C(·) as a mapping from f ∈ L2(Qn) to R, where Qn = n−1
∑

n
i=1 δXi is the empiri-

cal measure of the Xi’s. The associated inner product is ( f ,g)n = n−1
∑

n
i=1 f (Xi)g(Xi)

( f ,g ∈ L2(Qn)). We can then calculate the negative (functional) Gâteaux derivative
dC(·) of the functional C(·),

−dC( f )(x) =− ∂

∂α
C( f +αδx)|α=0, f ∈ L2(Qn), x ∈ Rp,

where δx denotes the delta- (or indicator-) function at x ∈ Rp. In particular, when
evaluating the derivative −dC at f̂ [m−1] and Xi, we get

−dC( f̂ [m−1])(Xi) = n−1Ui, (12.2)

with U1, ...,Un exactly as in Steps 2 and 3 of the generic FGD Algorithm 7 (Problem
12.1). Thus, the negative gradient vector U1, . . . ,Un can be interpreted as a functional
(Gâteaux) derivative evaluated at the data points.

12.4 Some loss functions and boosting algorithms

Various boosting algorithms can be defined by specifying different loss functions
ρ(·, ·).

12.4.1 Regression

For regression with response Y ∈R, the most popular choice is the squared error loss
(scaled by the factor 1/2 such that the negative gradient vector equals the residuals,
see Section 12.4.4 below):

ρL2( f ,y) =
1
2
|y− f |2 (12.3)

with population minimizer

f 0
L2
(x) = E[Y |X = x].

The corresponding boosting algorithm is L2Boosting, described in more detail in
Section 12.4.4.

An alternative loss function which has some robustness properties (with respect to
the error distribution, i.e., in “Y-space”) is the L1-loss
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ρL1( f ,y) = |y− f |

with population minimizer

f 0(x) = median(Y |X = x).

Although the L1-loss is not differentiable at the point y = f , we can compute partial
derivatives since for fixed f , the single point Yi = f (Xi) (usually) has probability
zero to be realized by the data. Alternatively, as a compromise between the L1- and
L2-loss, we may use the Huber-loss function from robust statistics: for δ > 0,

ρHuber( f ,y) =
{
|y− f |2/2, if |y− f | ≤ δ

δ (|y− f |−δ/2), if |y− f |> δ .

A strategy for choosing (a changing) δ adaptively in iteration m has been proposed
by Friedman (2001):

δm = median({|Yi− f̂ [m−1](Xi)|; i = 1, . . . ,n}),

where the previous fit f̂ [m−1](·) is used.

12.4.2 Binary classification

For binary classification, the response variable is Y ∈ {0,1} with IP[Y = 1|X = x] =
π(x). Often, it is notationally more convenient to encode the response by Ỹ = 2Y −
1 ∈ {−1,+1}.
We consider the negative binomial log-likelihood as loss function. As described in
Section 3.3.1, formula (3.5), the loss function (using some scaling) is

ρlog−lik( f , ỹ) = log2(1+ exp(−2ỹ f )), (12.4)

which then becomes an upper bound of the misclassification error, see Figure 12.1.

The population minimizer can be shown to be (Problem 12.2)

f 0
log−lik(x) =

1
2

log
(

π(x)
1−π(x)

)
, π(x) = IP[Y = 1|X = x], (12.5)

see also Example 6.4 in Section 6.6.

We now briefly repeat the argument at the end of Section 3.3.1. The loss function in
(12.4) is a function of ỹ f , the so-called margin value (bearing some remote relations
to the margin condition from statistical theory, see Section 6.4), where the function
f induces the following classifier for Y :
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C (x) =
{

1 if f (x)> 0
0 if f (x)≤ 0.

Therefore, a misclassification happens if Ỹ f (X) < 0. Hence, the misclassification
loss is

ρmisclass( f ,y) = l(ỹ f < 0), (12.6)

whose population minimizer is equivalent to the Bayes classifier (for Ỹ ∈ {−1,+1})

f 0
misclass(x) =

{
+1 if π(x)> 1/2
−1 if π(x)≤ 1/2,

where π(x)= IP[Y = 1|X = x]. Note that the misclassification loss in (12.6) cannot be
used for boosting or FGD (Algorithm 7): it is discontinuous and also non-convex as
a function of the margin value ỹ f or as a function of f . The negative log-likelihood
loss in (3.5) can be viewed as a convex upper approximation of the (computationally
intractable) non-convex misclassification loss, see Figure 12.1. We will describe in
Section 12.4.4 the BinomialBoosting algorithm (similar to LogitBoost (Friedman
et al., 2000)) which uses the negative log-likelihood as loss function.

Another upper convex approximation of the misclassification loss function in (12.6)
is the exponential loss

ρexp( f ,y) = exp(−ỹ f ). (12.7)

The population minimizer can be shown to be the same as for the log-likelihood loss
(Problem 12.2):

f ∗exp(x) =
1
2

log
(

π(x)
1−π(x)

)
, π(x) = IP[Y = 1|X = x]. (12.8)

Using functional gradient descent (FGD) with different loss functions yields dif-
ferent boosting algorithms. When using the log-likelihood loss in (12.4), we obtain
LogitBoost (Friedman et al., 2000) or BinomialBoosting from Section 12.4.4; and
with the exponential loss in (12.7), we essentially get AdaBoost from Section 12.2.2.

We interpret the boosting estimate f̂ [m](·) as an estimate of the population minimizer
f 0(·). Thus, the output from AdaBoost, Logit- or BinomialBoosting are estimates
of the (log-odds ratio)/2. In particular, we define probability estimates via

p̂[m](x) =
exp( f̂ [m](x))

exp( f̂ [m](x))+ exp(− f̂ [m](x))
.

The standard loss function for support vector machines is the hinge loss:

ρhinge( f ,y) = [1− ỹ f ]+,
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where [x]+ = xl{x>0} denotes the positive part of x. It is also an upper convex bound
of the misclassification error, see Figure 12.1. Its population minimizer is again the
Bayes classifier

f 0
hinge(x) = sign(π(x)−1/2)

for Ỹ ∈ {−1,+1}, see also Problem 6.8 in Chapter 6. Since f 0
hinge(·) is a classifier

and non-invertible function of π(x), there is no direct way to obtain conditional
class probability estimates (that is, there is no unique solution in the equation above
to solve for π(x) as a function of f 0

hinge(x)). Motivated from the population point of

Fig. 12.1 Losses, as functions of the margin ỹ f = (2y−1) f , for binary classification: misclassifi-
cation (0-1), hinge, negative log-likelihood and exponential loss.

view, the L2- or L1-loss can also be used for binary classification. For Y ∈ {0,1},
the population minimizers are

f 0
L2
(x) = E[Y |X = x] = π(x) = IP[Y = 1|X = x],

f 0
L1
(x) = median(Y |X = x) =

{
1 if π(x)> 1/2
0 if π(x)≤ 1/2.

Thus, a population minimizer of the L1-loss is the Bayes classifier. Moreover, both
the L1- and L2-loss functions can be parametrized as functions of the margin value
ỹ f (ỹ ∈ {−1,+1}):

−4 −2 0 2 4

0
1

2
3

4
5

6

Loss functions for binary classification

margin : (2y−1)f

lo
ss

ρ0−1

ρhinge

ρexp

ρ log−lik



396 12 Boosting and greedy algorithms

|ỹ− f | = |1− ỹ f |,
|ỹ− f |2 = |1− ỹ f |2 = 1−2ỹ f +(ỹ f )2. (12.9)

The L1- and L2-loss functions are non-monotone functions of the margin value ỹ f .
This is an undesirable property, implying that they assign a large loss if ỹ f takes on
large values (greater than 1).

The negative log-likelihood loss in (3.5)

ρlog−lik( f ,y) = log2(1+ exp(−ỹ f )),

has three nice properties: (i) it yields probability estimates; (ii) it is a monotone
loss function of the margin value ỹ f ; (iii) it grows linearly as the margin value
ỹ f tends to −∞, unlike the exponential loss in (12.7). The third point reflects a
robustness aspect: it is similar to Huber’s loss function which also penalizes large
values linearly (instead of quadratically as with the L2-loss).

12.4.3 Poisson regression

For count data with Y ∈ {0,1,2, . . .}, we can use Poisson regression: we assume that
Y |X = x has a Poisson(λ (x)) distribution and the goal is to estimate the function
f (x) = log(λ (x)). The negative log-likelihood yields the loss function

ρ(y, f ) =−y f + exp( f ), f = log(λ ),

which can be used in the functional gradient descent algorithm in Section 12.3.1.

12.4.4 Two important boosting algorithms

Table 12.1 summarizes the most popular loss functions and their corresponding
boosting algorithms. The two algorithms appearing in the last two rows of the table
are described next in more detail.

range spaces ρ( f ,y) f 0(x) algorithm
y ∈ {0,1}, f ∈ R exp(−(2y−1) f ) 1

2 log
(

π(x)
1−π(x)

)
AdaBoost

y ∈ {0,1}, f ∈ R log2(1+ e−2(2y−1) f ) 1
2 log

(
π(x)

1−π(x)

)
LogitBoost / BinomialBoosting

y ∈ R, f ∈ R 1
2 |y− f |2 E[Y |X = x] L2Boosting

Table 12.1 Various loss functions ρ(y, f ), population minimizers f 0(x) and names of correspond-
ing boosting algorithms; π(x) = IP[Y = 1|X = x].
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12.4.4.1 L2Boosting

L2Boosting is the simplest and perhaps most instructive boosting algorithm. It is
very useful for (high-dimensional) regression. Applying the general description
of the FGD Algorithm 7 from Section 12.3.1 to the squared error loss function
ρL2(y, f ) = |y− f |2/2,1 we obtain the following algorithm.

Algorithm 8 L2Boosting algorithm
1: Initialize f̂ [0](·) with an offset value. The default value is f̂ [0](·)≡ Y . Set m = 0.
2: Increase m by one: m← m+1.

Compute the residuals Ui = Yi− f̂ [m−1](Xi) for i = 1, . . . ,n.
3: Fit the residual vector U1, . . . ,Un to X1, . . . ,Xn by the real-valued base procedure (e.g. regres-

sion)

(Xi,Ui)
n
i=1

base procedure
−→ ĝ[m](·).

4: Up-date f̂ [m](·) = f̂ [m−1](·) + ν · ĝ[m](·), where 0 < ν ≤ 1 is a step-length factor (as in the
general FGD Algorithm 7).

5: Iterate steps 2 to 4 until m = mstop for some stopping iteration mstop.

The stopping iteration mstop is the main tuning parameter which can be selected
using cross-validation.

The derivation from the generic FGD Algorithm 7 in Section 12.3.1 is straight-
forward by noting that the negative gradient vector becomes the standard resid-
ual vector. Thus, L2Boosting amounts to refitting residuals multiple times. Tukey
(1977) recognized this to be useful and proposed “twicing” which is L2Boosting
using mstop = 2 and ν = 1.

12.4.4.2 BinomialBoosting: the FGD version of LogitBoost

We already gave some reasons at the end of Section 12.4.2 why the negative log-
likelihood loss function in (12.4) is very useful for binary classification problems.
Friedman et al. (2000) were first in advocating this, and they proposed LogitBoost
which is very similar to the generic FGD Algorithm 7 when using the loss from
(12.4): the deviation from the generic FGD is due to using Newton’s method involv-
ing the Hessian matrix (instead of a step-length for the gradient).

For the sake of coherence with the generic FGD algorithm in Section 12.3.1, we
describe here BinomialBoosting (Bühlmann and Hothorn, 2007) which is a version
of LogitBoost.

1 The factor 1/2 leads to a convenient notation where the evaluated negative gradient of the loss
function becomes the standard residual vector.
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Algorithm 9 BinomialBoosting algorithm
Apply the generic FGD Algorithm 7 from Section 12.3.1 using the loss function ρlog−lik from
(12.4). The default offset value is f̂ [0](·)≡ log(p̂/(1− p̂))/2, where p̂ is the relative frequency of
Y = 1.

With BinomialBoosting, there is no need that the base procedure is able to do
weighted fitting: this constitutes a slight difference to the requirement for Logit-
Boost (Friedman et al., 2000).

12.4.5 Other data structures and models

Due to the generic nature of boosting or functional gradient descent, we can use
the technique in very many other settings. For data with univariate responses and
loss functions which are differentiable (almost everywhere) with respect to the first
argument (the function f ), the boosting algorithm is described in Section 12.3.1.

A slightly less standard example than regression or classification is survival analysis.
The negative logarithm of the Cox’ partial likelihood can be used as a loss function
for fitting proportional hazards models to censored response variables with boosting
algorithms (Ridgeway, 1999).

12.5 Choosing the base procedure

Every boosting algorithm requires the specification of a base procedure or weak
learner. This choice can be driven by the goal of optimizing the predictive capac-
ity only or by considering some structural properties of the boosting estimate in
addition. The latter has the advantage that it allows for better interpretation of the
resulting fitted model.

We recall that the generic boosting estimator is a sum of base procedure estimates

f̂ [m](·) = ν

m

∑
k=1

ĝ[k](·)+ f̂ [0](·).

Therefore, structural properties of the boosting function estimator are induced by a
linear combination of structural characteristics of the base procedure.

We discuss next some important examples of base procedures yielding useful struc-
tures for the boosting estimator f̂ [m](·). The notation is as follows: ĝ(·) is an es-
timate from a base procedure which is based on data (X1,U1), . . . ,(Xn,Un) where
(U1, . . . ,Un) denotes the current negative gradient vector (of the loss).
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12.5.1 Componentwise linear least squares for generalized linear
models

Boosting can be very useful for fitting potentially high-dimensional generalized lin-
ear models

Y1, . . . ,Yn independent

h(E[Yi|Xi = x]) =
p

∑
j=1

β jx( j),

as described in (3.1) in Chapter 3 (but we denote here the link function by h(·) in-
stead of g(·)). We have dropped an intercept term µ which we implicitly incorporate
into the covariate x.

Consider the base procedure

ĝ(x) = γ̂ ĵx
( ĵ),

γ̂ j =
n

∑
i=1

X ( j)
i Ui/

n

∑
i=1

(
X ( j)

i

)2
, ĵ = argmin

1≤ j≤p

n

∑
i=1

(
Ui− γ̂ jX

( j)
i

)2
. (12.10)

It selects the best variable in a simple linear model in the sense of ordinary least
squares fitting and uses the corresponding estimate γ̂ ĵ. It is instructive to give the
equivalent formulation (Problem 12.3):

ĵ = argmax
j=1,...,p

|∑n
i=1 UiX

( j)
i |2

∑
n
i=1(X

( j)
i )2

. (12.11)

In case of centered predictor variables with n−1
∑

n
i=1 X ( j)

i = 0, this is saying that
ĵ chooses the variable which maximizes the absolute correlation with the residual
vector.

When using the FGD Algorithm 7 (i.e. any of the gradient boosting methods) with
this base procedure, we select in every iteration one predictor variable, not neces-
sarily a different one, and we up-date the function linearly:

f̂ [m](x) = f̂ [m−1](x)+νγ̂ ĵmx( ĵm),

where ĵm denotes the index of the selected predictor variable in iteration m. Alter-
natively, the up-date of the coefficient estimates is

β̂
[m]
j =

{
β̂
[m−1]
j +ν · γ̂ j if j = ĵm,

β̂
[m−1]
j if j 6= ĵm.



400 12 Boosting and greedy algorithms

Thus, only the ĵmth component of the coefficient estimate β̂ [m] is up-dated. We sum-
marize that we obtain a linear fit f̂ [m](·) for the population minimizer f 0(·) of the
loss function.

With L2Boosting (Algorithm 8) and the componentwise linear least squares base
procedure in (12.10) we obtain a linear model fit for every iteration m. As m tends
to infinity, f̂ [m](·) converges to a least squares solution. The method is also known as
matching pursuit in signal processing (Mallat and Zhang, 1993), weak greedy algo-
rithm in computational mathematics (Temlyakov, 2000), and it is a Gauss-Southwell
algorithm (Southwell, 1946) for solving a linear system of equations. We will dis-
cuss statistical properties of L2Boosting (Algorithm 8) with componentwise linear
least squares in Section 12.6.2.

Using BinomialBoosting with componentwise linear least squares from (12.10), we
obtain a fit, including variable selection, of a linear logistic regression model. The
reason is as follows. The loss function from (12.4) has 1/2 times the log odds ratio
as population minimizer: f 0(x) = log{π(x)/(1−π(x))}/2, see (12.5). Furthermore,
f̂ [m](x) is linear in x, as discussed above. And hence, since f̂ [m](x) is an estimate of
f 0(x) = log{π(x)/(1− π(x))}/2, we conclude that BinomialBoosting is fitting a
linear logistic regression model (whose fitted regression coefficients are to be multi-
plied by a factor of 2 when using the standard logit link log(π(x)/(1−π(x)) without
the factor 1/2).

As will be discussed in more detail in Section 12.6.2, boosting typically shrinks
the (generalized) regression coefficients towards zero. Usually, we do not want to
shrink the intercept term. In addition, we advocate to use boosting on mean centered
predictor variables X̃ ( j)

i = X ( j)
i −X ( j). In case of a linear model, when centering also

the response Ỹi = Yi−Y , this becomes

Ỹi =
p

∑
j=1

β
( j)X̃ ( j)

i + noisei,

forcing the regression surface through the center (x̃(1), . . . , x̃(p)
, ỹ) = (0,0, . . . ,0) as

with ordinary least squares and avoiding the use of an intercept term. Conceptually,
it is not necessary to center the response variables when using the default offset
value f̂ [0] =Y in the L2Boosting Algorithm 8 (for e.g. BinomialBoosting, we would
center the predictor variables only but never the response, and we would use f̂ [0] ≡
argmin

c
n−1

n
∑

i=1
ρ(Yi,c)).

12.5.2 Componentwise smoothing spline for additive models

Additive and generalized additive models have become very popular, allowing for
more flexibility than the linear structure in generalized linear models (Hastie and
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Tibshirani, 1990). We discussed in Chapter 5 how penalty-based methods can be
used to fit such models in high-dimensional problems. Here we show that boosting
can be used as an alternative procedure.

We use a nonparametric base procedure for function estimation. To fix ideas, we
consider the case where

ĝ j(·) is a least squares cubic smoothing spline estimate based on

U1, . . . ,Un against X ( j)
1 , . . . ,X ( j)

n with fixed degrees of freedom df. (12.12)

That is,

ĝ j(·) = argmin
f (·)

(
n−1

n

∑
i=1

(
Ui− f (X ( j)

i )
)2

+λ

∫
( f ′′(x))2dx

)
, (12.13)

where λ > 0 is a tuning parameter such that the trace of the corresponding hat matrix
equals df. For further details, we refer to Green and Silverman (1994).

The base procedure is then

ĝ(x) = ĝ ĵ(x
( ĵ)),

ĝ j(·) as above and ĵ = argmin
1≤ j≤p

n

∑
i=1

(
Ui− ĝ j(X

( j)
i )
)2

,

where the degrees of freedom df are the same for all ĝ j(·).
L2Boosting (Algorithm 8) with componentwise smoothing splines yields an addi-
tive model, including variable selection, i.e., a fit which is additive in the predictor
variables. This can be seen immediately since L2Boosting proceeds additively for
up-dating the function f̂ [m](·), see Section 12.4.4. We can finally normalize to obtain
the following additive model estimator:

f̂ [m](x) = µ̂ +
p

∑
j=1

f̂ [m]
j (x( j)),

n−1
n

∑
i=1

f̂ [m]
j (X ( j)

i ) = 0 for all j = 1, . . . , p.

Figure 12.2 illustrates such additive model fitting with componentwise smoothing
splines where the stopping iteration m has been selected with an AIC-type criterion
as proposed in Bühlmann (2004, 2006). The underlying model is

Yi =
10

∑
j=1

f j(X
( j)
i )+ εi, i = 1, . . . ,n = 200,

X1, . . . ,Xn ∼ Uniform([0,1]p), p = 100,
ε1, . . . ,εn i.i.d. ∼N (0,σ2), σ

2 = 0.5,
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Fig. 12.2 Additive model: n = 200, p = 100. Black: true functions; Red: estimated functions using
L2Boosting with componentwise smoothing splines. Number of active variables is 10: there are one
false negative, two false positive, 9 true positive and 88 true negative (not shown) selections. The
figure is essentially taken from Bühlmann (2004).

and ε1, . . . ,εn are independent of X1, . . . ,Xn. The different functions f j(·), having
different “complexity”, are displayed in Figure 12.2. The model contains 90 noise
covariates. Based on one representative realization from this model, Figure 12.2
shows the function estimates f̂ j for j = 1, . . . ,10, i.e., for the true active variables,
and also for two other variables which correspond to false positive selections where
f̂ j(·) 6≡ 0 but f j(·)≡ 0. In total (among the p = 100 variables), there are 2 false posi-
tive and one false negative selections. We also see from Figure 12.2 that the boosting
additive model estimate yields a very reasonable fit, given the high-dimensional na-
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ture of the problem.2 The three false selections are close to the true underlying func-
tions. Alternative estimators for high-dimensional additive models are discussed in
Chapter 5 and in Section 8.4: the theoretical properties are much better developed
for such `1/`2-penalized estimators than for boosting.

The degrees of freedom in the smoothing spline base procedure should be chosen
“small” such as df = 2.5 which we used in Figure 12.2. This yields low variance but
typically large bias of the base procedure. The bias can then be reduced by additional
boosting iterations. This choice of low variance but high bias has been analyzed in
Bühlmann and Yu (2003) and we discuss it also in Section 12.5.4.

Componentwise smoothing splines can be generalized to pairwise smoothing splines
which searches for and fits the best pairs of predictor variables such that a smooth of
U1, . . . ,Un against this pair of predictors reduces the residual sum of squares most.
With L2Boosting (Algorithm 8), this yields a nonparametric model fit with first or-
der interaction terms (since we fit an additive combination of smooth functions in
two covariables). The procedure has been empirically demonstrated to work rather
well in high-dimensional problems (Bühlmann and Yu, 2006).

As with the componentwise linear least squares base procedure, we can use com-
ponentwise smoothing splines also in BinomialBoosting (Algorithm 9), yielding an
additive logistic regression fit. Conceptually, there is nothing special about choos-
ing a smoothing spline estimator in (12.13). One could use other (smooth) function
estimators, such as e.g. regression or P-splines (Schmid and Hothorn, 2008) which
are computationally more efficient than smoothing splines.

12.5.3 Trees

In the machine learning community, regression trees are the most popular base pro-
cedures. They have the advantage to be invariant under monotone transformations
of predictor variables, i.e., we do not need to search for good data transformations.
Moreover, regression trees handle covariates measured at different scales (continu-
ous, ordinal or nominal variables) in a unified way.

When using stumps, i.e., a tree with two terminal nodes only, the boosting estimate
will be an additive model in the original predictor variables, because every stump-
estimate is a function of a single predictor variable only. Similarly, boosting trees
with (at most) d terminal nodes results in a nonparametric function estimate having
at most interactions of order d − 2 (in our terminology, an additive function has
interaction degree equal to zero). Therefore, if we want to constrain the degree of
interactions, we can easily do this by constraining the (maximal) number of nodes
in the base procedure.

2 We should take into account that the covariates are generated independently and the noise vari-
ance σ2 = 0.5 is rather small.
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12.5.4 The low-variance principle

We have seen above that the structural properties of a boosting estimate are deter-
mined by the choice of a base procedure. The structure specification should come
first. After having made a choice, the question becomes how “complex” the base
procedure should be. For example, how should we choose the degrees of freedom
for the componentwise smoothing spline in (12.12)? A general answer is to choose
the base procedure (having the desired structure) with low variance at the price of
larger estimation bias. For the componentwise smoothing splines, this would imply
a low number of degrees of freedom, e.g., df = 4.

We give some reasons for the low-variance principle in Section 12.6.1. Moreover,
it has been demonstrated in Friedman (2001) that a small step-size factor ν in Step
4 of the generic FGD Algorithm 7 (or specialized versions thereof) can be often
beneficial and almost never yields substantially worse predictive performance of
boosting estimates. Note that a small step-size factor can be seen as a shrinkage
of the base procedure by the factor ν , implying low variance but potentially large
estimation bias.

12.5.5 Initialization of boosting

We have briefly described in Sections 12.3.1 and 12.5.1 the issue of choosing an
initial value f̂ [0](·) for boosting. This can be quite important for applications where
we would like to estimate parts of a model in an unpenalized (non-regularized)
fashion and others being subject to regularization.

For example, we may think of a parametric form of f̂ [0](·), estimated by maximum
likelihood, and deviations from the parametric model would be built in by pursu-
ing boosting iterations (with a nonparametric base procedure). A concrete example
would be: f̂ [0](·) is the maximum likelihood estimate in a generalized linear model
and boosting would be done with componentwise smoothing splines to model addi-
tive deviations from a generalized linear model. A related strategy has been used in
Audrino and Bühlmann (2003) for modeling multivariate volatility in financial time
series.

Another example would be a linear model Y = Xβ + ε as in (12.19) where some
of the covariates, say the first q predictor variables X (1), . . . ,X (q), enter the esti-
mated linear model in an unpenalized way. We propose to do ordinary least squares
regression on X (1), . . . ,X (q): consider the projection Pq onto the linear span of
X (1), . . . ,X (q) and use L2Boosting (Algorithm 8) with componentwise linear least
squares on the new response (I−Pq)Y and the new (p− q)-dimensional predictor
(I−Pq)X. The final model estimate is then
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f̂ [m](x) =
q

∑
j=1

β̂OLS, jx( j) +
p

∑
j=q+1

β̂
[mstop]
j x̃( j),

where the latter part is from L2Boosting and x̃( j) is the residual when linearly re-
gressing x( j) to x(1), . . . ,x(q). A special case which is used in most applications is
with q = 1 and X (1) ≡ 1 encoding for an intercept. Then, (I−P1)Y = Y −Y and
(I−P1)X ( j) = X ( j)− n−1

∑
n
i=1 X ( j)

i . This is exactly the proposal at the end of Sec-
tion 12.5.1. For generalized linear models, analogous concepts can be used.

12.6 L2Boosting

As described in Section 12.4.4.1, the L2Boosting Algorithm 8 is a functional gradi-
ent descent using the squared error loss which amounts to repeated fitting of ordi-
nary residuals. Here, we aim at better understanding of such a simple L2Boosting
algorithm. We first start with a toy problem of curve estimation and we will then
describe a result for high-dimensional linear models.

12.6.1 Nonparametric curve estimation: some basic insights about
boosting

We study the toy problem of estimating a regression function E[Y |X = x] with one-
dimensional predictor X ∈X ⊆R and a continuous response Y ∈R in the following
model:

Yi = f 0(Xi)+ εi, i = 1, . . . ,n,
ε1, . . . ,εn i.i.d. with E[εi] = 0, Var(εi) = σ

2, (12.14)

where f 0(·) is a real-valued, typically nonlinear function, and the predictors Xi ∈
X ⊆ R are deterministic.

Consider the case with a linear base procedure having a hat matrix H : Rn → Rn

(not necessarily symmetric), mapping the response variables Y = (Y1, . . . ,Yn)
T

to their fitted values ( f̂ (X1), . . . , f̂ (Xn))
T . Examples include nonparametric kernel

smoothers or the smoothing spline in (12.13). Then, the hat matrix of the L2Boosting
fit (for simplicity, with f̂ [0] ≡ 0 and ν = 1) in iteration m equals (Problem 12.4):

Bm = Bm−1 +H (I−Bm−1) = I− (I−H )m. (12.15)

Formula (12.15) allows for several insights. First, if the base procedure satisfies
‖I−H ‖ < 1 for a suitable norm, i.e., it has a “learning capacity” such that the
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residual vector is shorter than the input-response vector, we see that Bm converges
to the identity I as m→ ∞, and BmY converges to the fully saturated model Y,
interpolating the response variables exactly. Thus, we exploit here explicitly that we
have to stop early with the boosting iterations in order to prevent over-fitting.

When specializing to the case of a cubic smoothing spline base procedure, see
(12.13), it is useful to invoke some eigen-analysis (the generalization to a smoothing
spline of order r is treated in Theorem 12.1 below). The spectral representation is

H =UDUT , UTU =UUT = I, D = diag(λ1, . . . ,λn),

where λ1 ≥ λ2 ≥ . . . ≥ λn denote the (ordered) eigenvalues of H . It then follows
with (12.15) that

Bm =UDmU>,

Dm = diag(d1,m, . . . ,dn,m), di,m = 1− (1−λi)
m.

It is well known (Green and Silverman, 1994) that a cubic smoothing spline satisfies:

λ1 = λ2 = 1, 0 < λi < 1 (i = 3, . . . ,n).

Therefore, the eigenvalues of the boosting hat operator (matrix) in iteration m sat-
isfy:

d1,m ≡ d2,m ≡ 1 for all m,

0 < di,m = 1− (1−λi)
m < 1 (i = 3, . . . ,n), di,m→ 1 (m→ ∞).

When comparing the spectrum, i.e., the set of eigenvalues, of a smoothing spline
with its boosted version, we observe the following. For both cases, the largest two
eigenvalues are equal to 1. Moreover, all other eigenvalues can be changed by either
varying the degrees of freedom df = ∑

n
i=1 λi in a single smoothing spline, or by

varying the boosting iteration m when using a fixed (low-variance) smoothing spline
base procedure having fixed (low) values λi. In Figure 12.3 we demonstrate the
difference between the two approaches for changing “complexity” of the estimated
curve in this toy example (first shown in Bühlmann and Yu (2003)). Both methods
have about the same minimum mean squared error but L2Boosting overfits much
more slowly than a single smoothing spline.

By careful inspection of the eigen-analysis for this simple case of boosting a
smoothing spline, Bühlmann and Yu (2003) proved an asymptotic minimax rate
for the mean squared error

n−1
n

∑
i=1

E[( f̂ [m](Xi)− f 0(Xi))
2]. (12.16)

We make the following assumption on the design points:
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Fig. 12.3 Mean squared prediction error E[( f̂ (X)− f 0(X))2] for the regression model Yi = 0.8Xi+
sin(6Xi)+ εi (i = 1, . . . ,n = 100), with ε ∼ N (0,2),Xi ∼ Uniform(−1/2,1/2), averaged over
100 simulation runs. Left: L2Boosting with smoothing spline base procedure (having fixed degrees
of freedom df = 4) and using ν = 0.1, for varying number of boosting iterations. Right: single
smoothing spline with varying degrees of freedom. The figure is taken from Bühlmann and Hothorn
(2007).

(A) The predictor variables X1, . . . ,Xn ∈ [a,b] (−∞< a< b<∞) are deterministic
and satisfy: there exists a positive constant B such that for every n,

supx∈[a,b] inf1≤i≤n |x−Xi|
inf1≤i 6= j≤n |Xi−Xj|

≤ B < ∞.

Assumption (A) holds for the equidistant design and is almost surely fulfilled for
i.i.d. realizations from a suitably regular probability distribution on [a,b]. Denote
the Sobolev space by

F (r) = { f : f (r−1)-times continuously differentiable and
∫ b

a
( f (r)(x))2dx < ∞}.

The smoothing spline corresponding to smoothness r is then defined as

ĝλ ,r(·) = argmin
g(·)∈F (r)

n−1
n

∑
i=1

(Ui−g(Xi))
2 +λ

∫
(g(r)(x))2dx, (12.17)

for data (X1,U1), . . . ,(Xn,Un).

Theorem 12.1. Consider the model in (12.14) with Xi ∈ [a,b] satisfying (A). Sup-
pose H is a smoothing spline ĝλ0,r(·) corresponding to a fixed smoothing parame-



408 12 Boosting and greedy algorithms

ter λ0 and smoothness r ∈ N, as in (12.17). If the true function f 0 is in F (ξ ) with
ξ ≥ r (ξ , r ∈ N), then there is a boosting iteration m = m(n) = O(n2r/(2ξ+1))→
∞ (n→ ∞) such that f̂ [m](·) achieves the optimal minimax rate n−2ξ/(2ξ+1) of the
function class F (r) in terms of MSE as defined in (12.16).

A proof is given in Section 12.8.1. Two items are interesting. First, minimax rates are
achieved by using a base procedure with fixed degrees of freedom which means low
variance from an asymptotic perspective. Secondly, L2Boosting with cubic smooth-
ing splines has the capability to capture higher order smoothness of the true under-
lying function (without the need of choosing a higher order spline base procedure).
Asymptotic convergence and minimax rate results have been established for early-
stopped boosting in much more general settings by Yao et al. (2007) and Bissantz
et al. (2007).

12.6.1.1 L2Boosting using kernel estimators

As pointed out above, L2Boosting of smoothing splines can achieve faster mean
squared error convergence rates than the classical O(n−4/5), assuming that the true
underlying function is sufficiently smooth (corresponding to r = 2 in (12.17)). We
illustrate here a related phenomenon with kernel estimators.

We consider fixed, univariate design points Xi = i/n (i= 1, . . . ,n) and the Nadaraya-
Watson kernel estimator for the nonparametric regression function E[Y |X = x]:

ĝ(x;h) = (nh)−1
n

∑
i=1

K
(

x−Xi

h

)
Yi = n−1

n

∑
i=1

Kh(x−Xi)Yi,

where h > 0 is the bandwidth, K(·) a kernel in the form of a probability density
which is symmetric around zero and Kh(x) = h−1K(x/h). It is straightforward to
derive the form of L2Boosting using m = 2 iterations (with f̂ [0] ≡ 0 and ν = 1), i.e.,
twicing (Tukey, 1977) with the Nadaraya-Watson kernel estimator:

f̂ [2](x) = (nh)−1
n

∑
i=1

Ktw
h (x−Xi)Yi, Ktw

h (u) = 2Kh(u)−Kh ∗Kh(u), (12.18)

where Kh ∗Kh(u) = n−1
∑

n
r=1 Kh(u− Xr)Kh(Xr) (Problem 12.5). For fixed design

points Xi = i/n, the kernel Ktw
h (·) is asymptotically equivalent to a higher-order

kernel (which can take negative values) yielding a squared bias term of order O(h8),
assuming that the true regression function is four times continuously differentiable.
Thus, twicing or L2Boosting with m= 2 iterations amounts to be a Nadaraya-Watson
kernel estimator with a higher-order kernel. This explains from another angle why
boosting is able to improve the mean squared error rate of the base procedure. More
details including also non-equispaced designs are given in DiMarzio and Taylor
(2008).
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12.6.2 L2Boosting for high-dimensional linear models

We look here at the problem of fitting a high-dimensional linear model which we
have extensively treated in Chapters 2 and 6 when using the Lasso. Consider the
linear model as in e.g. formula (2.1) in Chapter 2:

Yi =
p

∑
j=1

β jX
( j)
i + εi, i = 1, . . . ,n, (12.19)

where ε1, . . . ,εn are i.i.d. with E[εi] = 0 and independent from all Xi’s, and we allow
the number of predictors p to be much larger than the sample size n.

Estimating the model (12.19) can be done using L2Boosting with the componen-
twise linear least squares base procedure from Section 12.5.1 which fits in every
iteration the best predictor variable reducing the residual sum of squares most. This
method has some basic properties which are shared by the Lasso as well (see Section
12.6.2.1): when stopping early which is needed to avoid over-fitting, the L2Boosting
method (often) does variable selection, and the coefficient estimates β̂ [m] are (typi-
cally) shrunken versions of a least squares estimate β̂OLS.

12.6.2.1 Connections to the Lasso

Hastie et al. (2001) pointed out an intriguing connection between L2Boosting with
componentwise linear least squares and the Lasso. Efron et al. (2004) made the con-
nection rigorous and explicit: they consider a version of L2Boosting, called forward
stagewise linear regression (FSLR), and they show that FSLR with infinitesimally
small step-sizes (i.e., the value ν in step 4 of the L2Boosting algorithm in Section
12.4.4.1) produces a set of solutions which is equivalent (as step-sizes tend to zero)
to the set of Lasso solutions when varying the regularization parameter λ in the
Lasso

β̂ (λ ) = argmin
β

(
‖Y−Xβ‖2

2/n+λ‖β‖1

)
.

However, such an equivalence only holds if the design matrix X satisfies a restrictive
“positive cone condition” (Efron et al., 2004).

We briefly illustrate the similarity between L2Boosting and Lasso for the riboflavin
data (p = 4088), described in Section 9.2.6, but using here a more homogeneous
(sub-)sample of size n = 71. We estimate a high-dimensional linear model, once
with L2Boosting using componentwise linear least squares and step-size ν = 0.1,
and once with the Lasso. We regularize both methods such that 32 variables among
the p= 4088 variables are selected, by appropriately choosing the stopping iteration
or the penalty parameter, respectively. Among these 32 variables from each method,
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22 are selected by both L2Boosting and Lasso: thus, the overlap of jointly selected
variables is quite remarkable. Furthermore, Figure 12.4 shows the estimated coeffi-

Fig. 12.4 Linear model coefficients for riboflavin data (n = 71, p = 4088). Estimated coefficients
from Lasso (black) and L2Boosting (red) of 22 variables which are selected by both methods,
where each method alone chooses 32 variables. The 10 estimated coefficients corresponding to
variables which are selected by one of the methods only have values in the range [−0.07,0.18].

cients β̂ j of these 22 variables: for each among the 22 variables, the estimates from
L2Boosting and Lasso exhibit consistently the same sign and in fact, their numeri-
cal values are quite close to each other. The coefficients corresponding to variables
chosen by one of the methods only are relatively small, in a range of [−0.07,0.18].

Despite the fact that L2Boosting and Lasso are not equivalent methods in general, it
may be useful to interpret boosting as being “related” to `1-penalty based methods.

12.6.2.2 Asymptotic consistency in high dimensions

We present here a result on asymptotic consistency for prediction in the high-
dimensional but sparse linear model as in (12.19). To capture the notion of high-
dimensionality, we use a triangular array of observations as described in formula
(2.6) in Section 2.4:
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Yn;i =
pn

∑
j=1

β
0
n; jX

( j)
n;i + εn;i, i = 1, . . . ,n; n = 1,2, . . . (12.20)

and we use the short hand notation Y = Xβ 0
n + ε .

We make the following assumptions.

(A1) The number of covariates pn in model (12.20) satisfies

log(pn)/n→ 0 (n→ ∞).

(A2) The covariates are deterministic (fixed design) and scaled

n−1
n

∑
i=1

(X ( j)
n;i )

2 ≡ 1 for all j = 1, . . . , pn,

and the model is sparse with respect to the `1-norm

‖β 0
n ‖1 =

p

∑
j=1
|β 0

n; j|= o
(√

n
log(pn)

)
(n→ ∞).

and the regression function satisfies

‖Xβ
0
n ‖2

2/n = n−1
n

∑
i=1

(
f 0
n (Xn;i)

)2 ≤C < ∞ for all n ∈ N,

where f 0
n (x) = xβ 0

n .

(A3) The errors satisfy

εn;1, . . .εn;n i.i.d. ∼N (0,σ2) for all n ∈ N.

with 0 < σ2 < ∞.

Assumption (A1) is standard in high-dimensional asymptotics, as discussed in
Chapter 6. The scaling in assumption (A2) is without loss of generality and the
`1-norm sparsity assumption is as for the Lasso (see below). The third assumption
in (A2) says, together with assumption (A3), that the signal to noise ratio is not in-
creasing as n→ ∞. Assumption (A3) is made to simplify the mathematical analysis
but it could be relaxed to assuming 4th moments E|εn;i|4 ≤ M < ∞ only, see Sec-
tion 14.5.3 in Chapter 14, and under additional assumptions on the design we can
further relax to assume second moments only, see Problem 14.6 in Chapter 14. The
following theorem is a refinement of a result in Bühlmann (2006).

2

estimator f̂ [m]
n (·) with the componentwise linear least squares base procedure satis-

fies: for

Theorem 12.2. Consider the model (12.20) satisfying (A1)-(A3). Then the L Boosting
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mn→ ∞, mn = o(
√

n/ log(pn)) (n→ ∞),

we have,

‖X(β̂
[mn]
n −β

0
n )‖2

2/n = oP(1) (n→ ∞).

Furthermore, for mn = K
√

n
log(pn)

3−δ

4−2δ with any constant 0 < K < ∞ and 0 < δ <

5/8, we have

‖X(β̂
[mn]
n −β

0
n )‖2

2/n = OP

(
max

{√
log(pn)

n

1−δ

2(2−δ )

,‖β 0
n ‖1

√
log(pn)

n

})
(n→ ∞).

A proof is given in Section 12.8.2. We note that the assertion of the theorem is about
prediction in terms of n−1

∑
n
i=1( f̂ [mn](Xn;i)− f 0

n (Xn;i))
2: the presented rate is best for

δ > 0 close to zero resulting in

OP

(
max

{√
log(pn)

n

1
4−δ ′

,‖β 0
n ‖1

√
log(pn)

n

})
for any 0 < δ ′(< 5/44) (and the upper bounds for δ and δ ′ are not of special inter-
est). Such a consistency result for prediction also holds for the Lasso, as described
in formula (2.7) in Chapter 2 or with more details given in Corollary 6.1 in Section
6.2.2. For consistency of the Lasso, we also need ‖βn‖1 = o(

√
n/ log(pn)) (n→∞)

(see Corollary 6.1), as in the second part of assumption (A2). Furthermore, both
of the consistency results for L2Boosting with componentwise linear least squares
and for the Lasso hold for arbitrary designs without any compatibility or restricted
eigenvalue conditions. In terms of rate of convergence, without assuming compati-
bility conditions, the Lasso achieves

‖X(β̂Lasso(λ )−β
0
n )‖2

2/n = OP

(
‖β 0

n ‖1

√
log(pn)

n

)
,

when choosing λ �
√

log(pn)/n, as described in Corollary 6.1. This rate is also
achieved with L2Boosting if ‖β 0

n ‖1 is sufficiently large, i.e., for

√
n/ log(pn)

3−δ

2(2−δ ) �‖β 0
n ‖1�

√
n/ log(pn),

(the left-hand side is small for δ > 0 close to zero) while for small ‖β 0
n ‖1 = O(1),

we achieve a convergence rate O(
√

log(pn)/n
1
4−δ ′

) for any 0 < δ ′(< 5/44) when
choosing mn as in Theorem 12.2 with δ = 8δ ′/(4δ ′+1).
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12.7 Forward selection and orthogonal matching pursuit

For high-dimensional generalized linear models, it is straightforward to pursue for-
ward selection. At first sight, this resembles the FGD boosting Algorithm 7 in Sec-
tion 12.3.1. Consider the generalized linear model as in formula (3.1) in Chapter
3:

Y1, . . . ,Yn independent

g(E[Yi|Xi = x]) =
p

∑
j=1

β jx( j),

where g(·) is a real-valued, known link function and for simplicity, we absorb an
intercept term into the right hand side of the equation above. Associated with this
model, we have a loss function ρ(·, ·) and an empirical risk

ρ(β ) = n−1
n

∑
i=1

ρβ (Xi,Yi),

as described in Section 3.2.1; the notation for the empirical risk is just an abbrevia-
tion indicating the dependence on the loss ρ and the parameter β . Forward variable
selection proceeds as follows. In every iteration m = 1,2, . . ., we have a previous
active set of variables

S[m−1] ⊆ {1, . . . , p}.

We are then looking for a single additional variable reducing the empirical risk most
when refitting all the previous coefficients. This can be formalized as follows. For a
subset S⊆ {1, . . . , p}, βS ∈ Rp is defined as

β j,S =

{
β j, j ∈ S,
0, j /∈ S.

We estimate the coefficients corresponding to S by

β̂S = argmin
βS

ρ(βS), (12.21)

where the minimization is done only over the components corresponding to S. For-
ward variable selection then searches in every iteration m for the best single variable
with index ĵm, in conjunction with the previous active set S[m−1], for reducing the
empirical risk most:

ĵm = argmin
j∈{1,...,p}\S[m−1]

ρ(β̂S[m−1]∪{ j}) (12.22)

and the new active set is then
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S[m] = S[m−1]∪{ ĵm}.

The algorithm is summarized in Algorithm 10. The main difference to boosting and

Algorithm 10 Forward variable selection
1: Initialize the active set of variables S[0] = /0.
2: repeat
3: Increase m by one: m← m+1.
4: Search for the best variable reducing the empirical risk most:

ĵm as in (12.22).

5: Update S[m] = S[m−1]∪{ ĵm} and the corresponding estimator is denoted by

f̂ [m]
FWD = xβ̂S[m]

as defined in (12.21).
6: until m reaches a stopping value mstop.

the FGD algorithm in Section 12.3.1 is that all coefficients in the active set S[m] are
re-fitted. From an approximation point of view without noise, this is desirable as
the numerical convergence to a minimum is (typically) much faster. For example,
when considering the squared error loss and in absence of noise, f̂ [m]

FWD(x) = xβ̂
[m]
FWD

converges to the true underlying f 0(x) at rate m−1/2 whereas with L2Boosting using
componentwise linear least squares, the corresponding convergence rate is m−1/6

(Temlyakov, 2000). However, when having substantial noise with low signal to
noise ratio, the more slowly proceeding boosting algorithms have been empirically
found to perform substantially better, see also Table 2.1 for the example in Section
2.4.1. So far, this empirical phenomenon is not well understood from a theoretical
point of view.

12.7.1 Linear models and squared error loss

For linear models with squared error loss and empirical risk

ρ(β ) = n−1
n

∑
i=1

(Yi−Xiβ )
2,

formula (12.22) is rather explicit and can be computed recursively based on the fitted
model in the previous iteration (see also Problem 12.7). A closely related version is
described next.
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12.7.1.1 Orthogonal matching pursuit

We have seen that L2Boosting with componentwise linear least squares, also called
matching pursuit, chooses the variable with index ĵ satisfying

ĵ = argmax
j

(
∑

n
i=1 UiX

( j)
i

∑
n
i=1(X

( j)
i )2

)
, (12.23)

where Ui is the current ith residuum Ui = Yi − f̂ [m−1](Xi), see (12.11). The idea
of orthogonal matching pursuit, summarized in Algorithm 11, is to use the same
selector ĵ which reduces residual sum of squares most: but then, we re-estimate
all coefficients using least squares and hence the residuals are Ui = Yi− f̂ [m−1]

OMP (Xi)

where f̂ [m−1]
OMP (·) is based on least squares estimation. The difference to the forward

Algorithm 11 Orthogonal matching pursuit
1: Initialize the active set of variables S[0] = /0.
2: repeat
3: Increase m by one: m← m+1.
4: Search for the best variable

ĵm as in (12.23).

5: Update S[m] = S[m−1]∪{ ĵm}.
6: Estimate the coefficients by least squares

β̂S[m] = argmin
β

S[m]

‖Y−XS[m]βS[m]‖2/n,

where XS is the n × |S| sub-design matrix corresponding to the variables from S ⊆
{1, . . . , p}. Denote the estimate by

β̂
[m]
OMP = β̂S[m] .

7: until m reaches a stopping value mstop.

selection Algorithm 10 is that the selector ĵm may not be exactly the same: in the
orthogonal matching pursuit Algorithm 11 we select the variable before refitting all
others from the previous active set S[m] while the forward selection Algorithm 10
selects the variable which is best when having refitted all other coefficients from
S[m]. The difference between the methods is usually small and orthogonal matching
pursuit is computationally faster. See also Problem 12.7. Comparing the orthogonal
matching pursuit Algorithm 11 with L2Boosting (i.e. matching pursuit) we see that
the latter is not re-estimating the coefficients from the previous active set. This is a
major difference, and the connection to the Lasso, see Section 12.6.2.1, only holds
when dropping the refitting of the coefficients. Thus, what seems a-priori naive,
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i.e., not re-estimating coefficients, turns out to have an interesting connection to
`1-penalized methods.

From a theoretical perspective, orthogonal matching pursuit (Algorithm 11) has de-
sirable properties (Tropp, 2004; Tropp and Gilbert, 2007) which are comparable
to `1-penalization. We develop here a consistency result for prediction in a high-
dimensional sparse linear model. To capture the notion of high-dimensionality, we
consider the triangular array model as in (12.20):

Yn;i =
pn

∑
j=1

β
0
n; jX

( j)
n;i + εn;i, i = 1, . . . ,n; n = 1,2, . . . (12.24)

and we use the short hand notation Y = Xβ 0
n + ε .

2
in a high-dimensional linear model in Section 12.6.2.

(B1) The number of covariates pn in model (12.24) satisfies

log(pn)/n→ 0 (n→ ∞)

(B2) The covariates are deterministic (fixed design) and scaled

n−1
n

∑
i=1

(X ( j)
n;i )

2 ≡ 1 for all j = 1, . . . , p,

and the model is sparse with respect to the `1-norm

‖β 0
n ‖1 =

p

∑
j=1
|β 0

n; j|= o
(√

n
log(pn)

)
.

and the regression function satisfies

‖Xβ
0
n ‖2

2/n = n−1
n

∑
i=1

(
f 0(Xn;i)

)2 ≤C < ∞ for all n ∈ N,

where f 0(x) = xβ 0.

(B3) The errors satisfy

εn;1, . . .εn;n i.i.d. ∼N (0,σ2)

with 0 < σ2 < ∞.

Theorem 12.3. Consider the model (12.24) satisfying (B1)-(B3). Then the orthogo-
nal matching pursuit estimate β̂

[m]
OMP;n satisfies: for mn→ ∞, mn = O(log(pn)) (n→

∞),

We make exactly the same assumptions as for for prediction consistencyof L Boosting
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‖X(β̂
[mn]
OMP;n−β

0
n )‖2

2/n = oP(1) (n→ ∞).

Alternatively, the same result holds for mn→ ∞, mn = o(n
(
max{1,‖β 0

n ‖2
1})−1

)
.

Furthermore, assuming that ‖β 0
n ‖1 ≥ B > 0 for all n ∈ N, and choosing mn =

K‖β 0
n ‖
−2/3
1 n1/3 with any constant 0 < K < ∞, we have,

‖X(β̂
[mn]
OMP;n−β

0
n )‖2

2/n = OP

(
max

{
‖β 0

n ‖2/3n−1/3,‖β 0
n ‖1

√
log(pn)

n

})
(n→ ∞).

A proof is given in Section 12.8.3. The theorem is about prediction and as such, it
should be compared to analogous results for L2Boosting in Theorem 12.2 and to the
Lasso as described in formula (2.7) from Chapter 2 or in more details in Corollary
6.1 in Section 6.2.2. All of the methods are consistent when assuming the same
condition on ‖β 0

n ‖1 = o(
√

n/ log(pn)) and making no assumptions on the design.

For the Lasso without additional assumptions on the design, we have the conver-
gence rate

‖X(β̂Lasso(λ )−β
0
n )‖2

2/n = OP

(
‖β 0

n ‖1

√
log(pn)

n

)
,

when choosing λ �
√

log(pn)/n, as described in Corollary 6.1. This rate is also
achieved for orthogonal matching pursuit if ‖β 0

n ‖1 is large, namely in the (small)
range √

n
log(pn)

log(pn)
−1�‖β 0

n ‖1�
√

n
log(pn)

.

In comparison, L2Boosting achieves the same convergence rate in a typically larger
range of values for ‖β 0‖1, see end of Section 12.6.2.2. Finally, it is worth empha-
sizing that all the mentioned results for consistent high-dimensional prediction with
the Lasso, L2Boosting or orthogonal matching pursuit do not make any (restrictive)
assumptions on the fixed design. When making additional assumptions on the de-
sign, we have shown in Chapter 6 that Lasso achieves a much faster convergence
rate. We do not give an analysis of orthogonal matching pursuit under additional
design conditions but we refer to Zhang (2009a) for further results.

Our theoretical viewpoints on consistent high-dimensional prediction yield little in-
sights about the finer differences of the methods for finite sample sizes. In high
noise problems, L2Boosting or `1-penalization seem to have better empirical pre-
dictive power, see also Table 2.1 for the example in Section 2.4.1.
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12.8 Proofs

12.8.1 Proof of Theorem 12.1

The proof is taken from Bühlmann and Yu (2003). Let H be the smoothing spline
operator corresponding to smoothness r and with smoothing parameter c = λ0 (to
avoid notational confusion with eigenvalues). It is well-known (cf. Wahba (1990,
p.61)) that the eigenvalues of H take the form in decreasing order

λ1 = ...= λr = 1, λk =
nqk,n

nλ0 +nqk,n
for k = r+1, ...,n.

Moreover, for n large, qk,n ∼ Ak−2r := Aqk where A is universal and depends on the
density of the design points Xi. Let c0 = c/A, then

λk ∼
qk

c0 +qk
for k = r+1, ...,n.

From (12.15) we know that the boosting operator in iteration m has the spectral
representation Bm = UDmUT with eigenvalues Dm = diag(d1,m, . . . ,dn,m) where
di,m = 1− (1−λi)

m. Denote by

µ =UT f 0.

For the true function f ∈F (ν),

1
n

n

∑
k=r+1

µ
2
k k2ν ≤M < ∞.

First, consider the bias term:

bias2(m; f ) = n−1
n

∑
i=1

(E[ f̂ [m]
n (Xi)]− f 0(Xi))

2

= n−1(UT f 0)T (Dm− I)2UT f 0 = n−1
n

∑
k=r+1

(1−λk)
2m

µ
2
k .

We can bound it as follows.

bias2(m; f ) =
1
n

n

∑
k=r+1

(1−λk)
2m

µ
2
k

∼ 1
n

n

∑
k=r+1

(1−qk/(c0 +qk))
2mk−2ν

µ
2
k k2ν
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≤ max
k=r+1,...,n

(1−qk/(c0 +qk))
2mk−2ν × 1

n

n

∑
k=r+1

µ
2
k k2ν

= max
k=r+1,...,n

exp(h(k))× 1
n

n

∑
k=r+1

µ
2
k k2ν ,

where

h(x) = log[(1− x−2r/(c0 + x−2r))2mx−2ν ]

= 2m log(1−1/(c0x2r +1))−2ν log(x).

Taking derivative gives

h′(x) =
2r
x

1
c0x2r +1

[2m− ν

r
(c0x2r +1)].

Hence for any given positive integer n1, if x ≤ n1 and m ≥ ν

2r (c0n2r
1 + 1), h(x) is

increasing and so is exp(h(x)), and

exp(h(x))≤ exp((h(n1)) = (1−1/(c0n2r
1 +1))2mn−2ν

1 .

On [n1 +1,n],
exp(h(x))≤ (1−1/(c0n2r +1))2mn−2ν

1 .

Putting them together we get for growing n1 and m≥ ν

2r (c0n2r
1 +1),

bias2(m; f )≤ O(Mn−2ν

1 [2(1−1/(c0n2r +1))2m+2])

which is of the order O(n−2ν

1 ) for n1→ ∞ and n1 ≤ n.

Now let’s deal with the variance term. For any n1 > r,

variance(m;σ
2) = n−1

n

∑
i=1

Var( f̂ (m)
n (Xi)) = n−1trace(Cov(BmY))

=
σ2

n
trace(D2

m) =
σ2

n

(
r+

n

∑
k=r+1

(1− (1−λk)
m)2

)

≤ σ2n1

n
+

σ2

n

n

∑
k=n1+1

(1− (1−λk)
m)2 := I1 + I2.

Because (1− x)a ≥ 1−ax for any x ∈ [0,1] and a≥ 1,

1− (1−λk)
m ≤ 1− (1−mλk) = mλk.

It follows that
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I2 ≤
σ2

n

n

∑
k=n1+1

m2
λ

2
k ∼

σ2m2

n

n

∑
k=n1+1

1
(c0k2r +2)2

≤ σ2m2

n

n

∑
k=n1+1

1
(c0k2r)2 ≤

σ2m2

n

∫
∞

n1

1
(c0x2r)2 dx

=
σ2m2

c2
0(4r−1)n

n1/n4r
1 ≤ O(n1/n),

if we take m = m(n1) =
ν

2r (c0n2r
1 +1) = O(n2r

1 ). Hence for this choice of m(n1),

variance(m(n1);σ
2)≤ O(n1/n).

Together with the bound for the bias we get

n−1
n

∑
i=1

E[( f̂ [m](Xi)− f 0(Xi))
2]≤ O(n1/n)+O(n−2ν

1 ).

For minimizing this expression, we take n1 = O(n1/(2ν+1)) and for m(n) = m(n1) =
O(n2r/(2ν+1)): the minimized MSE has the minimax optimal rate O(n−2ν/(2ν+1)) of
the smoother function class F (ν). 2

12.8.2 Proof of Theorem 12.2

We closely follow ideas from Temlyakov (2000) for the analysis of the “weak greedy
algorithm” in the noise-free case. The proof here is self-contained, and simpler and
more general than in Bühlmann (2006).

For vectors u,v ∈ Rn, denote by

(u,v)n = n−1
n

∑
i=1

uivi

the (scaled) Euclidean inner product in Rn. We also use the notation f = ( f (X1), . . . ,
f (Xn))

T for the n× 1 vector for a function f (·) defined on the covariate space.
Furthermore, define by

ψ j = (X ( j)
1 , . . . ,X ( j)

n )T , j = 1, . . . , p,

the vector of the jth covariable.

Without loss of generality, we assume that the constant C in assumption (A2) satis-
fies:

‖Xβ
0‖2

n = ‖ f 0‖2
n ≤ 1.
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This can be achieved by scaling for the case 1<C <∞ and noting that due to C <∞,
the scaled version has still bounded error variances from below.

Denote the remainder term (residuals) in iteration k by

R̂k f 0 = f 0− f̂ [k].

Here and in the following, we suppress the index n in R̂k f 0, f̂ [k] and the true regres-
sion function f 0. A straightforward calculation leads to:

‖R̂k f 0‖2
n = ‖R̂k−1 f 0‖2

n−|( f 0− f̂ [k−1],ψ ĵk
)n|2 + |(ε,ψ ĵk

)n|2. (12.25)

We use the short-hand notation

ak = ‖R̂k f 0‖2
n.

As described in Lemma 6.2 in Section 6.2.2 from Chapter 6:

∆n := max
j=1,...,p

|(ε,ψ j)n|= OP(
√

log(pn)/n). (12.26)

Thus, (12.25) and (12.26) lead to the bound

ak ≤ ak−1−|(R̂k−1 f 0,ψ ĵk
)n|2 +∆

2
n . (12.27)

Next, we want to relate |(R̂k−1 f 0,ψ ĵk
)n| and its “noisy” version |(Y− f̂ [k−1],ψ ĵk

)n|
with max j |(R̂k−1 f 0,ψ j)n|; note that the selector ĵk is constructed from

ĵk = argmax
j=1,...,p

|(Y− f̂ [k−1],ψ j)n|.

Lemma 12.1. If for some 0 < κ < 1/2

max
j=1,...,p

|(R̂k−1 f 0,ψ j)n| ≥ 2∆n/κ,

then

|(R̂k−1 f 0,ψ ĵk
)n| ≥ (1−κ) max

j=1,...,p
|(R̂k−1 f 0,ψ j)n|,

|(Y− f̂ [k−1],ψ ĵk
)n| ≥ (1−κ/2) max

j=1,...,p
|(R̂k−1 f 0,ψ j)n|.

Proof. We have

|(R̂k−1 f 0,ψ ĵk
)n|= |(Y− f̂ [k−1],ψ ĵk

)n− (ε,ψ ĵk
)n|

≥ |(Y− f̂ [k−1],ψ ĵk
)n|−∆n = max

j
|(Y− f̂ [k−1],ψ j)n|−∆n

= max
j
|(R̂k−1 f 0,ψ j)n +(ε,ψ j)n|−∆n ≥max

j
|(R̂k−1 f 0,ψ j)n|−2∆n.
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Hence, since −2∆n ≥−κ max j |(R̂k−1 f 0,ψ j)n| (assumption of the lemma),

|(R̂k−1 f 0,ψ ĵk
)n| ≥ (1−κ)max

j
|(R̂k−1 f 0,ψ j)n.

Furthermore, analogously as above,

|(Y− f̂ [k−1],ψ ĵk
)n|= max

j
|(Y− f̂ [k−1],ψ j)n|

≥ max
j
|(R̂k−1 f 0,ψ j)n|−∆n ≥ (1−κ/2)max

j
|(R̂k−1 f 0,ψ j)n|.

2

Denote by

dk = |(Y− f̂ [k−1],ψ ĵk
)n|.

We then have:

ak = ‖R̂k f 0‖2
n = ‖R̂k−1 f 0− (Y− f̂ [k−1],ψ ĵk

)nψ ĵk
‖2

n

= ak−1 +d2
k −2(Y− f̂ [k−1],ψ ĵk

)n(R̂k−1 f 0,ψ ĵk
)n

≤ ak−1−d2
k +2dk(ε,ψ ĵk

)n.

Thus, instead of (12.27), we obtain

ak ≤ ak−1−d2
k +2dk∆n. (12.28)

We now establish a decay of ak in terms of a fraction of d2
k .

Lemma 12.2. If for some 0 < κ < 1/2

max
j=1,...,p

|(R̂k−1 f 0,ψ j)n| ≥ κ
−1(1−κ/2)−12∆n,

then

ak ≤ ak−1− (1−κ)d2
k .

Proof. The assumption of the lemma implies:

2dk∆n ≤ κ(1−κ/2)dk max
j
|(R̂k−1 f 0,ψ j)n| ≤ κ(1−κ/2)

d2
k

(1−κ/2)
= κd2

k ,

where in the second inequality, we have used the second assertion in Lemma 12.1
(and the assumption of the lemma implies the assumption of Lemma 12.1). Together
with (12.28), this completes the proof. 2

We now follow Temlyakov (2000, proof of Th. 5.1). Consider the recursion
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b0 = ‖β 0
n ‖1, bk = bk−1 +dk. (12.29)

Using that f 0 = ∑
p
j=1 β 0

j ψ j, we can write

R̂k−1 f 0 =
p

∑
j=1

γ jψ j, ‖γ‖1 ≤ bk−1. (12.30)

Furthermore, for any vector g = ∑
p
j=1 c jψ j:

‖g‖2
n ≤ ‖c‖1 max

j=1,...,p
|(g,ψ j)n|. (12.31)

The derivation is left as Problem 12.6.

Therefore, using (12.30):

max
j=1,...,p

|(R̂k−1 f 0,ψ j)n| ≥ ak−1/bk−1. (12.32)

Then, under the conditions of and using the second assertion in Lemma 12.1:

dk ≥ (1−κ/2)max
j
|(R̂k−1 f 0,ψ j)n| ≥ (1−κ/2)ak−1/bk−1,

and hence

dk ≥
(1−κ/2)ak−1

bk−1
. (12.33)

From Lemma 12.2 and (12.33) we obtain (under the assumption of Lemma 12.2):

ak ≤ ak−1

(
1− (1−κ)(1−κ/2)2 ak−1

b2
k−1

)
.

In the sequel, we abbreviate by

Cκ =
√

1−κ(1−κ/2) (0 < κ < 1/2).

Since bk−1 ≤ bk we get:

akb−2
k ≤ ak−1b−2

k−1

(
1−C2

κ ak−1b−2
k−1

)
. (12.34)

Furthermore,

a0b−2
0 ≤ ‖β

0
n ‖−2

1 , (12.35)

using w.l.o.g. the scaling ‖ f 0‖2
n ≤ 1, see above.

We now assume that the condition of Lemma 12.2 holds for k = 1, . . . ,m: that is, we
consider the event
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Bn(m) = ∩m
k=1{ max

j=1,...,p
|(R̂k−1 f 0,ψ j)n| ≥ κ

−1(1−κ/2)−12∆n}. (12.36)

Then, on Bn(m), and using (12.34) and (12.35), we can invoke Lemma 12.3 below
to obtain

amb−2
m ≤

∥∥β
0
n ‖−2

1 (1+C2
κ m
)−1

. (12.37)

Lemma 12.3. (DeVore and Temlyakov (1996)) Let {cm}m∈N0 be a sequence of non-
negative numbers such that

c0 ≤ D, cm ≤ cm−1(1−αcm−1) (0 < α < 1).

Then,

cm ≤ D(1+αm)−1.

We refer to DeVore and Temlyakov (1996) for a proof.

Furthermore, Lemma 12.2 and (12.33) imply on Bn(m):

am ≤ am−1− (1−κ)d2
m ≤ am−1− (1−κ)(1−κ/2)dmam−1/bm−1

= am−1

(
1− Dκ dm

bm−1

)
, (12.38)

where we denote by Dκ = (1−κ)(1−κ/2). The recursion for bm can be written as

bm = bm−1(1+dm/bm−1).

This, together with (12.38) and the inequality

(1+u)α ≤ 1+αu, 0≤ α ≤ 1, u≥ 0,

leads to

ambDκ
m ≤ am−1(1−

Dκ dm

bm−1
)bDκ

m−1(1+Dκ

dm

bm−1
)≤ am−1bDκ

m−1.

Thus, using that b0 = ‖β 0
n ‖1 and a0 ≤ 1

ambDκ
m ≤ am−1bDκ

m−1 ≤ . . .≤ a0bDκ

0 ≤ ‖β
0
n ‖

Dκ

1 .

Combining this with (12.37) we obtain:

a2+Dκ
m = (amb−2

m )Dκ (ambDκ
m )2

≤ ‖β 0
n ‖
−2Dκ

1 (1+C2
κ m)−Dκ‖β 0

n ‖
2Dκ

1 = (1+C2
κ m)−Dκ .
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Since for 0 < κ < 1/2,

C−2Dκ
κ =

(
(1−κ)(1−κ/2)2)−(1−κ)(1−κ/2) ≤ 2,

we obtain the bound

a2+Dκ
m ≤ 2m−Dκ .

Thus,

on Bn(m) : ‖R̂m f 0‖2
n = am ≤ 2

1
2+Dκ m−

Dκ
2+Dκ ≤ 2m−

Dκ
2+Dκ . (12.39)

Now we analyze the behavior of am on

Bn(m)c = { there exists k∗ (1≤ k∗ ≤ m) such that

max
j=1,...,p

|(R̂k∗−1 f 0,ψ j)n|< κ
−1(1−κ/2)−12∆n}.

First, due to (12.25):

‖R̂m f 0‖2
n ≤ ‖R̂m−1 f 0‖2

n +∆n ≤ . . .≤ ‖R̂k∗−1 f 0‖2
n +(m− k∗)∆n.

Furthermore, using (12.32) and the definition of the sequence bk (k = 0,1, . . .) in
(12.29),

‖R̂k∗−1 f 0‖2
n ≤ max

j
|(R̂k∗−1 f 0,ψ j)n|bk∗−1

≤ max
j
|(R̂k∗−1 f 0,ψ j)n|(‖β 0

n ‖1 +
k∗−1

∑
r=0
‖Y− f̂ [r]‖n)

≤ max
j
|(R̂k∗−1 f 0,ψ j)n|(‖β 0

n ‖1 + k∗‖Y‖n).

Using the third assumption in (A2) (and using w.l.o.g. that C = 1, as stated at the
beginning of the proof), we obtain

‖Y‖2
n ≤ (1+σ

2)+νn =: γn = OP(1),

where νn = oP(1) and hence γn = OP(1). Moreover, using k∗ ≤m, the bound above
becomes:

on Bn(m)c :
‖R̂m f 0‖2

n ≤max
j
|(R̂k∗−1 f 0,ψ j)n|(‖β 0

n ‖1 +mγn)+m∆n

≤ κ
−1(1−κ/2)−12∆n(‖β 0

n ‖1 +mγn)+m∆n.

Hence, together with (12.39):



426 12 Boosting and greedy algorithms

‖R̂m f 0‖2
n ≤max{2m−

Dκ
2+Dκ ,κ−1(1−κ/2)−12∆n(‖β 0

n ‖1 +mγn)}+m∆n.

We note that 0 < κ < 1/2 and hence Dκ is a fixed number and recall ∆n =
OP(

√
log(pn)/n) and γn = OP(1). Thus, for mn → ∞, mn = o(

√
n/ log(pn)) and

using that ‖β 0
n ‖1 = o(

√
n/ log(pn)), it follows that ‖R̂m f 0‖2

n = oP(1).

Regarding the convergence rate, we optimize m and choose

m�
√

n/ log(pn)
2+Dκ

2(1+Dκ ) (0 < κ < 1/2).

Setting δ = 1−Dκ resulting in 0 < δ < 5/8, we hence choose

m�
√

n/ log(pn)
3−δ

4−2δ (0 < δ < 5/8)

and we obtain the claimed convergence rate. 2

12.8.3 Proof of Theorem 12.3

We use a similar notation as in the proof of Theorem 12.2. For vectors u,v ∈ Rn,
denote by

(u,v)n = n−1
n

∑
i=1

uivi

the (scaled) Euclidean inner product in Rn. Furthermore, we denote by f = ( f (X1),
. . . , f (Xn))

T the n×1 vector for a function f (·) defined on the covariate space, and
by ψ j = (X ( j)

1 , . . . ,X ( j)
n )T ( j = 1, . . . , p) the vector of the jth covariable.

For k = 1, . . . ,m, denote the remainder term (residuals) in iteration k by

R̂k f 0 = f 0− f̂ [k]OMP,

where f̂ [k]OMP = Xβ̂
[k]
OMP. Furthermore, we consider a noise-free version which uses

the same (estimated) selected variables with indices ĵk, k = 1,2, . . .. Denote by S[k]

the active set of variables after k steps, as described in Algorithm 11, let PS[k] be the
projection from Rn onto the linear span of S[k], and denote by

f [k]OMP = PS[k] f 0,

Rk f 0 = f 0− f [k]OMP (12.40)

the projection of the true underlying function (vector) f 0 and the corresponding
remainder term. We note that f̂ [k]OMP = PS[k]Y. Finally, we denote by
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R̂0 f 0 = R0 f 0 ≡ 0.

Here and in the following, we suppress the index n in expressions like R̂k f 0, f̂ [k]OMP
and the true regression function f 0.

Without loss of generality, we assume that the constant C in assumption (B2) satis-
fies:

‖Xβ
0‖2

n = ‖ f 0‖2
n ≤ 1.

This can be achieved by scaling for the case 1<C <∞ and noting that due to C <∞,
the scaled version has still bounded error variances from below.

First, we show that the noise-free version f [k]OMP, with the estimated selected variables
ĵ1, . . . , ĵk is converging to zero as k→ ∞. To do so, we prove that |(Rk−1 f 0,ψ ĵk

)n|
and max j |(Rk−1 f 0,ψ j)n| are close.

The stochastic part of the analysis boils down to the upper bounds of

∆n := max
j=1,...,p

|(ε,ψ j)n|= OP(
√

log(pn)/n),

see (12.26), and the following.

Lemma 12.4. For m = mn→ ∞ (n→ ∞),

Γn(m) := max
k=1,...,mn

max
j=1,...,p

|(R̂k−1 f 0,ψ j)n− (Rk−1 f 0,ψ j)n| ≤ OP(
√

mn/n).

Proof. Using the Cauchy-Schwarz inequality,

max
j=1,...,p

|(R̂k−1 f 0,ψ j)n− (Rk−1 f 0,ψ j)n| ≤ ‖R̂k−1 f 0−Rk−1 f 0‖n. (12.41)

The (square of the) right-hand side can be written as

‖R̂k−1 f 0−Rk−1 f 0‖2
n = ‖PS[k−1] (Y− f 0)‖2

n = ‖PS[k−1]ε‖2
n

and clearly,

‖PS[k−1]ε‖2
n ≤ ‖PS[k′−1]ε‖2

n for k′ ≥ k.

Thus,

E[ max
k=1,...,m

‖R̂k−1 f 0−Rk−1 f 0‖2
n]≤ E[‖PS[m−1]ε‖2

n]≤ σ
2(m−1)/n. (12.42)

Hence, together with (12.41), the claim follows. 2
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Lemma 12.5. Let k ∈ N. If

max
j=1,...,p

|(Rk−1 f 0,ψ j)n|> 2(Γn(m)+∆n)/κ,

then

|(Rk−1 f 0,ψ ĵk
)n| ≥ (1−κ)max

j
|(Rk−1 f 0,ψ j)n|.

Proof. Consider first the bound

max
j
|(Y− f̂ [k−1]

OMP ,ψ j)n− ( f 0− f̂ [k−1]
OMP ,ψ j)n| ≤max

j
(ε,ψ j)n|= ∆n.

This, together with Lemma 12.4, implies:

max
j
|(Y− f̂ [k−1]

OMP ,ψ j)n− (R[k−1] f 0,ψ j)n| ≤ ∆n +Γn(m).

Thus,

|(Rk−1 f 0,ψ ĵk
)n| ≥ |(Y− f̂ [k−1]

OMP ,ψ ĵk
)n|−Γn(m)−∆n

= max
j
|(Y− f̂ [k−1]

OMP ,ψ j)n|−Γn(m)−∆n

≥ max
j
|(Rk−1 f 0,ψ j)n|−2Γn(m)−2∆n

≥ (1−κ)max
j
|(Rk−1 f 0,ψ j)n|,

where for the last inequality, we have used the assumption of the lemma. 2

Our proof is now following ideas from Temlyakov (2000, Th. 3). We assume that
the condition of Lemma 12.5 holds for k = 1, . . . ,m: that is, we consider the event

Bn(m) = ∩m
k=1{ max

j=1,...,p
|(Rk−1 f 0,ψ j)n| ≥ κ

−12(Γn(m)+∆n)}. (12.43)

Then, for k = 1, . . . ,m and using Lemma 12.5:

on Bn(m) : ‖Rk f 0‖2
n ≤ ‖Rk−1 f 0 − (Rk−1 f 0,ψ ĵk

)nψ ĵk
‖2

n

= ‖Rk−1 f 0‖2
n−|(Rk−1 f 0,ψ ĵk

)n|2

≤ ‖Rk−1 f 0‖2
n− (1−κ)2 max

j
|(Rk−1 f 0,ψ j)n|2. (12.44)

We now use the following inequality (Problem 12.8): for n×1 vectors g = ∑ j γ jψ j
and any h

|(h,g)n| ≤ ‖γ‖1 max
j
|(h,ψ j)n|. (12.45)
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Hence, using g = f 0, h = Rk−1 f 0:

max
j
|(Rk−1 f 0,ψ j)n|2 ≥ ‖β 0

n ‖−2
1 |(R

k−1 f 0, f 0)n|2 = ‖β 0
n ‖−2

1 ‖R
k−1 f 0‖4

n.

(12.46)

Thus, (12.44) becomes:

on Bn(m) : ‖Rk f 0‖2
n ≤ ‖Rk−1 f 0‖2

n

(
1− (1−κ)2‖β 0

n ‖−2
1 ‖R

k−1 f 0‖2
n

)
,

and hence also

‖β 0
n ‖−2

1 ‖R
k f 0‖2

n ≤ ‖β 0
n ‖−2

1 ‖R
k−1 f 0‖2

n

(
1− (1−κ)2‖β 0

n ‖−2
1 ‖R

k−1 f 0‖2
n

)
.

Furthermore,

‖β 0
n ‖−2

1 ‖R
0 f 0‖2

n = ‖β 0
n ‖−2

1 ‖ f 0‖2
n ≤ ‖β 0

n ‖−2
1

using w.l.o.g. the scaling ‖ f 0‖2
n ≤ 1, see above. Thus, using Lemma 12.3, applied to

cm = ‖β 0
n ‖−2

1 ‖Rm f 0‖2
n, we obtain:

on Bn(m) : ‖β 0
n ‖−2

1 ‖R
m f 0‖2

n ≤ ‖β 0
n ‖−2

1 (1+(1−κ)2m)−1,

and hence

on Bn(m) : ‖Rm f 0‖2
n ≤ (1+(1−κ)2m)−1 ≤ (1−κ)−2m−1. (12.47)

On the complementary event Bn(m)c, we argue as follows. Write

Bn(m)c = { there exists k∗ (1≤ k∗ ≤ m) such that

max
j=1,...,p

|(Rk∗−1 f 0,ψ j)n|< κ
−12(Γn(m)+∆n)}.

Using the norm-reducing property,

‖Rm f 0‖2
n ≤ ‖Rk∗−1 f 0‖2

n,

and using (12.46),

‖Rk∗−1 f 0‖2
n ≤ ‖β 0

n ‖1 max
j
|(Rk∗−1 f 0,ψ j)n| ≤ ‖β 0

n ‖1κ
−12(Γn(m)+∆n),

we have:

on Bn(m)c : ‖Rm f 0‖2
n ≤ ‖β 0

n ‖1κ
−12(Γn(m)+∆n).

Together with (12.47), we obtain:

‖Rm f 0‖2
n ≤max{(1−κ)−2m−1,‖β 0

n ‖1κ
−12(Γn(m)+∆n)}. (12.48)
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From (12.42) we obtain

Ξn(m) = ‖R̂m f 0−Rm f 0‖2
n = OP(m/n),

and hence, together with (12.48):

‖R̂m f 0‖2
n ≤ 4max{(1−κ)−2m−1,‖β 0

n ‖1κ
−12(Γn(m)+∆n),Ξn(m)}.

Recall that ∆n = OP(
√

log(pn)/n), Γn(m) = OP(
√

m/n) and Ξn(m) = OP(m/n).
Choosing m = mn → ∞ mn = O(log(pn)) together with the assumption ‖β 0

n ‖1 =
o(
√

n/ log(pn)) leads to ‖R̂mn f 0‖ = oP(1). Obviously, the choice mn → ∞, mn =
o(n(max{1,‖β 0

n ‖2
1})−1) also leads to R̂mn f 0 = oP(1).

Regarding the convergence rate, choosing

mn � ‖β 0
n ‖
−2/3
1 n1/3

and assuming that ‖β 0
n ‖1 ≥ B > 0 for all n, the term Ξn(m) is asymptotically of

lower order and we obtain the claimed convergence rate. 2

Problems

12.1. Gradient descent in function spaces
Prove formula (12.2).

12.2. Population minimizers of loss functions
For the “logit”- and exponential loss, derive formulae (12.5) and (12.8). See also
Friedman et al. (2000).

12.3. Prove formula (12.11) and show that in case of centered predictor variables,
the selected variable with index ĵ maximizes the absolute correlation of X ( ĵ) with
the residual vector.

12.4. Consider the L2Boosting hat matrix for linear base procedures. Derive formula
(12.15).

12.5. Twicing

which indicates a relation to higher-order kernel estimators.

12.6. Consistency of L2Boosting for high-dimensional linear models: for upper-
bounding the squared `2-norm, prove formula (12.31).

Consider twicing with the Nadaraya-Watson kernel estimator. Derive formula (12.18)
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12.7. Consider a linear model with orthonormal design n−1XT X = I.
(a) Show that forward variable selection corresponds to hard-thresholding described
in Section 2.3 in Chapter 2.
(b) Show that orthogonal matching pursuit also corresponds to hard-thresholding.

12.8. Consistency of orthogonal matching pursuit for high-dimensional linear mod-
els: for upper-bounding the absolute value of the inner product, prove formula
(12.45).



Chapter 13

Graphical modeling

Abstract Graphical models are very useful to describe conditional independences
among a set of random variables. We focus on undirected graphs only and their
interpretation as conditional independence graphs. For undirected Gaussian graph-
ical models, `1-regularization methods can be used in a similar fashion as for lin-
ear models. Closely linked to the estimation of the underlying undirected graph is
the problem of covariance estimation which we briefly discuss as well. Besides `1-
penalization, we describe a completely different approach using the framework of
so-called faithful distributions which also has implications on variable selection for
regression. The chapter contains methodology, algorithms and mathematical theory.

13.1 Organization of the chapter

After an introduction with the basic definitions, we largely focus on undirected
Gaussian graphical models in Section 13.4. Estimation with `1-penalization is ei-
ther based on the joint Gaussian likelihood, as described in Section 13.4.1 where
the GLasso (Graphical Lasso) is defined, or we rely on the regression formulation
discussed in Section 13.4.2. Covariance estimation based on undirected graphs is
briefly outlined in Section 13.4.3 and the Ising model for binary variables is intro-
duced in Section 13.5. All these sections have methodological character only. The
different approach for undirected graphical modeling and variable selection in linear
models, based on so-called faithful distributions, is described in Sections 13.6 - 13.9.
For this part, we discuss methodology, computational algorithms and mathematical
theory.
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13.2 Preliminaries about graphical models

A graph G consists of a set of vertices V and a set of edges E. The set of edges
E is a subset of V ×V consisting of ordered pairs of distinct vertices. An edge is
undirected if ( j,k) ∈ E and (k, j) ∈ E whereas an edge is directed from vertex j to
vertex k if ( j,k) ∈ E and (k, j) /∈ E. The neighbors or adjacency set of a node j in
the undirected graph G is denoted by adj(G, j) = {k ∈V ; ( j,k) ∈ E and (k, j) ∈ E}.
In a graphical model, the vertices of a graph, i.e., the set V , correspond to a collection
of random variables

X = (X (1), . . . ,X (p))∼ P, (13.1)

where, throughout the whole chapter, we index the set V = {1, . . . , p} with |V | =
p, and P is the probability distribution of X . The pair (G,P) is referred to as a
graphical model. Among the variety of graphical models, we will describe only a
few concepts. In particular, we will only consider models with undirected graphs.
We refer to Lauritzen (1996) or Edwards (2000) for a detailed and broad description.

13.3 Undirected graphical models

In an undirected graph, all edges are undirected. Assuming a Markov property of
the distribution P with respect to the graph G, we can infer some (but maybe not all)
conditional independences among the random variables X (1), . . . ,X (p).

13.3.1 Markov properties for undirected graphs

Consider a graphical model (G,P).

Definition 13.1. We say that P satisfies the pairwise Markov property with respect
to the undirected graph G if for any pair of unconnected vertices ( j,k) /∈ E ( j 6= k),

X ( j) ⊥ X (k)|X (V\{ j,k}).

Here and in the sequel X (A) ⊥ X (B)|X (C) denotes that X (A) = {X ( j); j ∈ A} is (mutu-
ally) conditionally independent of X (B) = {X ( j); j ∈ B} given X (C) = {X ( j); j ∈C}
where A,B,C ⊆ {1, . . . , p}.

A stronger notion is the global Markov property. For its definition, we introduce the
following. A path is a sequence of vertices { j1, . . . , j`} such that ( ji, ji+1) ∈ E for
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i = 1, . . . , `−1. Consider a triple of disjoint sets A,B,C⊆V . We say that C separates
A and B if every path from j ∈ A to k ∈ B contains a vertex in C.

Definition 13.2. We say that P satisfies the global Markov property with respect to
the undirected graph G if for any triple of disjoint sets A,B,C such that C separates
A and B,

X (A) ⊥ X (B)|X (C).

In general, the global Markov property implies the local Markov property. The con-
verse holds for a large class of models, as described next.

Proposition 13.1. If the distribution P has a positive and continuous density with
respect to Lebesgue measure, the global and local Markov properties are equivalent.

The statement of Proposition 13.1 is proved in Lauritzen (1996, p.35). Within the
class of undirected graphical models, the following is the most popular.

Definition 13.3. A conditional independence graph (CIG) is a graphical model
(G,P), with undirected graph G, where the pairwise Markov property holds.

Thus, a CIG has the property: if ( j,k) /∈ E ( j 6= k), then X ( j) ⊥ X (k)|X (V\{ j,k}). For
special cases, e.g. when P is multivariate Gaussian, the converse relation is true as
well, i.e., if X ( j) ⊥ X (k)|X (V\{ j,k}), then ( j,k) /∈ E.

13.4 Gaussian graphical models

We specify (13.1) to the assumption

X = (X (1), . . . ,X (p))∼Np(0,Σ) (13.2)

with positive definite p× p covariance matrix Σ . The mean zero assumption is
mainly for simplifying the notation.

A Gaussian graphical model (GGM) is a conditional independence graph with a
multivariate Gaussian distribution as in (13.2). The required pairwise Markov prop-
erty in the CIG, see Definition 13.3, is equivalent to the global Markov property due
to the Gaussian assumption, see Proposition 13.1.

The edges in a GGM are given by the inverse of the covariance matrix:

( j,k) and (k, j) ∈ E⇐⇒ X ( j) ⊥ X (k|X (V\{ j,k})⇐⇒ Σ
−1
j,k 6= 0. (13.3)

This is a well-known result, see for example Lauritzen (1996). Thus, for a GGM,
we have an “if and only if” interpretation of an edge which is in general stronger
than in a CIG (see Definition 13.3).
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Furthermore, the inverse of the covariance matrix corresponds to partial correla-
tions. Denote by K = Σ−1 and its scaled version by C where

Cj,k =
Kj,k√

Kj, jKk,k
.

Then, the partial correlation between X ( j) and X (k) given X (V\{ j,k}) equals

ρ jk|V\{ j,k} =−Cj,k.

This is also a well-known result which can be found in Lauritzen (1996). In partic-
ular, we have the following relation for a GGM:

( j,k) and (k, j) ∈ E⇐⇒ Σ
−1
j,k 6= 0⇐⇒ ρ jk|V\{ j,k} 6= 0.

Finally, partial correlations are directly related to regression coefficients. Consider
a regression

X ( j) = β
( j)
k X (k) + ∑

r∈V\{ j,k}
β
( j)
r X (r) + ε

( j), (13.4)

where E[ε( j)] = 0 and due to the Gaussian assumption, ε( j) is independent from
{X (r); r ∈V \{ j}} (Problem 13.1). Then,

β
( j)
k =−Kj,k/Kj, j, β

(k)
j =−Kj,k/Kk,k.

Thus, we also have for a GGM:

( j,k) and (k, j) ∈ E⇐⇒ Σ
−1
j,k 6= 0⇐⇒ ρ jk|V\{ j,k} 6= 0⇐⇒ β

( j)
k 6= 0 and β

(k)
j 6= 0.

(13.5)
Formula (13.5) links a GGM to the variable selection problem in regression. In
particular for the high-dimensional case, this is a fruitful connection: more details
are given in Section 13.4.2.

13.4.1 Penalized estimation for covariance matrix and edge set

Estimation with an `1-penalty can be used for inferring the structure of a GGM and
its underlying covariance matrix Σ . The negative Gaussian log-likelihood (scaled
with n−1) for data

X1, . . . ,Xn i.i.d. Np(µ,Σ),
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and when plugging in the maximum likelihood solution µ̂ = n−1
∑

n
i=1 Xi for µ ,

equals (Problem 13.2)

−n−1`(Σ−1;X1, . . . ,Xn) =− log(detΣ
−1)+ trace(Σ̂MLEΣ

−1)+D, (13.6)

where Σ̂MLE = n−1
∑

n
i=1(Xi− µ̂)(Xi− µ̂)T is the empirical covariance matrix, and D

is a constant with respect to Σ−1. Note that we allow here for µ 6= 0 (compare with
(13.2)). As for the Lasso (for general likelihood problems), we add an `1-penalty
and consider the estimator:

Σ̂
−1(λ ) = argmin

Σ−1�0
(− log(detΣ

−1)+ trace(Σ̂MLEΣ
−1)+λ‖Σ−1‖1),

‖Σ−1‖1 = ∑
j<k
|Σ−1

j,k |, (13.7)

where the minimization is over positive definite matrices. Since Σ̂−1(λ ) is positive
definite, its inverse Σ̂(λ ) exists and is an estimate of the covariance matrix Σ . The
minimization in (13.7) amounts to a convex optimization problem and fast algo-
rithms have been proposed (Friedman et al., 2007b; Banerjee et al., 2008). The pro-
cedure is sometimes referred to as the Graphical Lasso (GLasso) (Friedman et al.,
2007b) because of the use of the `1-penalty. Typically, it shrinks some of the non-
diagonal elements exactly to zero, i.e. Σ̂

−1
j,k (λ ) = 0 for some ( j,k) (depending on

the size of λ ). Another version of the penalty function is λ ∑ j≤k |Σ−1
j,k |, where the

diagonal elements of Σ−1 are penalized as well (Friedman et al., 2007b). Note that
1/Σ

−1
j, j = Var(ε( j)), where ε( j) is the error in the regression in (13.4): hence, penal-

izing |Σ−1
j, j | encourages large values for the error variance Var(ε( j)) which seems

unnatural and we prefer the definition where the diagonal entries of Σ−1 are not
penalized, as also proposed in Rothman et al. (2008).

Selection of the regularization parameter λ can be done using cross-validation for
the negative Gaussian log-likelihood loss. When having a training and validation
set, the validated negative Gaussian log-likelihood loss can be derived from (13.6)
up to a constant:

− log(det Σ̂
−1
train(λ ))+ trace(Σ̂valid,MLEΣ̂

−1
train(λ )),

where Σ̂valid,MLE is the empirical covariance matrix from the validation sample.
A cross-validation scheme then repeats this operation and averages the resulting
scores.

The accuracy of Σ̂−1 or Σ̂ can be measured by a prediction-type loss such as the
Kullback-Leibler divergence

ρKL(Σ̂
−1,Σ−1) = trace(ΣΣ̂

−1)− log |ΣΣ̂
−1|− p,

or considering an estimation error in terms of e.g. the Frobenius-norm
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‖Σ̂−1−Σ
−1‖F = ∑

j,k
(Σ̂−1

j,k −Σ
−1
j,k )

2,

or the operator matrix `q-norm ‖ · ‖q,q (1≤ q≤ ∞).

For estimating the edge set in a Gaussian graphical model, we can proceed in the
spirit of variable selection with the Lasso in (generalized) linear models. Without
any significance testing, we can use the estimator

Ê(λ ) = {( j,k) ∈V ×V ; Σ̂
−1
j,k (λ ) 6= 0}. (13.8)

This estimator is motivated by the population version

E0 = {( j,k) ∈V ×V ; (Σ 0)−1
j,k 6= 0},

see formula (13.3).

Such an estimator is computationally feasible in high dimensions and consistent for
inferring the true underlying edge set E0 if we require a rather restrictive form of an
irrepresentable condition (in terms of (Σ 0)−1 and Σ 0). Such a condition involves the
Fisher-information of the multivariate Gaussian distribution: we refer to Ravikumar
et al. (2008) for more details. However, it is argued in Meinshausen (2008) that
the nodewise regression pursuit discussed below in Section 13.4.2 is asymptotically
consistent for estimating the edge set E0 under less restrictive conditions on the
covariance Σ 0 or its inverse; also Ravikumar et al. (2008) discuss this issue in
detail.

Practically relevant is the following analogy to the variable selection property of
the Lasso in regression: when choosing the regularization parameter λ via cross-
validation for the likelihood loss, we typically obtain the screening property (assum-
ing implicitly that a certain compatibility or restricted eigenvalue condition holds
and that the non-zero elements of (Σ 0)−1 are sufficiently large):

Ê(λ̂CV )⊇ E0,

saying that the estimated graph contains the true underlying edge set E0. Further-
more, we can use a two stage adaptive GLasso estimator:

Σ̂
−1(λ ) = argmin

Σ−1�0
(− log(detΣ

−1)+ trace(Σ̂MLEΣ
−1)+λ ∑

j<k
w jk|Σ−1

j,k |),

w jk = 1/|Σ̂−1
init; j,k|,

where Σ̂
−1
init is the GLasso estimator from the first initial stage. Fan et al. (2009a)

relate this procedure to a one-step approximation for a non-convex penalty function,
similar to our discussion of formula (2.30) in Section 2.8.5, and see also Section
6.11 and Section 7.13. We do not provide any mathematical results regarding the
estimator in (13.7), and we refer the reader to Rothman et al. (2008) and Ravikumar
et al. (2008). Their mathematical techniques are rather different than our theoretical
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framework from Chapters 6 and 7 which - in principle - could be used as well
to establish consistent estimation and optimality via oracle inequalities. Roughly
speaking, if p� n, a suitable sparsity condition and an irrepresentable assumption
(in terms of (Σ 0)−1 and Σ 0) are required.

We summarize that the GLasso estimator in (13.7) exploits and enjoys positive def-
initeness for Σ̂−1 and Σ̂ and hence, the estimate is often very good in terms of the
predictive Kullback-Leibler divergence or e.g. the Frobenius or operator norm. For
estimation of the edge set in a Gaussian graphical model, however, asymptotic con-
sistency of the GLasso requires sufficiently large non-zero entries of (Σ 0)−1 and
strong coherence or irrepresentable conditions which are more restrictive than what
is needed for the nodewise regression pursuit described below in Section 13.4.2.

13.4.1.1 Stability selection with the GLasso

We present empirical results when using the GLasso estimator from (13.7) for a
sub-problem of the dataset about riboflavin production with bacillus subtilis, see
Section 9.2.6: here, we consider p = 160 gene expression variables and n = 115
samples. The response variable, measuring the riboflavin production rate, is not of
interest. We show (Figure 13.1) the estimated zero-pattern of Σ−1 which we dis-
play in terms of a Gaussian conditional independence graph with estimated edge
set as in (13.8). In addition, we also present the solution when using stability selec-
tion with pointwise control as described in Section 10.3.1 in Chapter 10, i.e., we do
stability selection for single regularization parameters λ of the GLasso estimator.
Thereby, we run stability selection by controlling the number of expected false pos-
itives E[V ] ≤ 30, that is we expect fewer than 30 wrong (false positive) among the
12’720 possible edges in the graph.

Figure 13.1 illustrates the results for different tuning parameters λ . The most strik-
ing feature is that with stability selection, the estimated edge set changes very little
as we vary the regularization parameter λ of the original GLasso procedure.

Next, we permute the variables (gene expression values) randomly, using a different
permutation for each variable (gene). Thus, all variables are independent of each
other and the underlying conditional independence graph is the empty graph. Then,
the exchangeability condition from Theorem 10.1 for stability selection holds. The
results are displayed in Figure 13.2. Even though the original GLasso procedure
selects way too many edges (since the regularization parameters is of too small
order of magnitude), most of them turn out to be unstable and stability selection
yields essentially the true underlying empty graph.
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Fig. 13.1 Riboflavin production dataset with p = 160 and n = 115. Part of the regularization path
of the GLasso (top row) and the corresponding point-wise stability selected models (bottom row).
The figure is taken from Meinshausen and Bühlmann (2010).
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Fig. 13.2 Permuted variables in riboflavin production dataset with p = 160 and n = 115. Part of
the regularization path of the GLasso (top row) and the corresponding point-wise stability selected
models (bottom row). The figure is taken from Meinshausen and Bühlmann (2010).

13.4.2 Nodewise regression

Formula (13.5) leads to inferring the edges in a Gaussian graphical model by pur-
suing many regressions, as originally proposed by Meinshausen and Bühlmann
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(2006):

X ( j) = ∑
r 6= j

β
0( j)
r X (r) + ε

( j), j = 1, . . . , p, (13.9)

where β 0( j) denotes the true parameter vector. This is called nodewise regression.
We assume that we have a variable selection procedure for each of the p regressions
above. That is, we have estimates

Ŝ( j) for S( j)
0 = {r; β

0( j)
r 6= 0, r = 1, . . . , p, r 6= j}, j = 1, . . . , p.

For example, the Lasso yields

Ŝ( j) = {r; β̂
( j)
r (λ ) 6= 0}, (13.10)

where β̂ ( j)(λ ) are the estimated regression coefficients from the Lasso with tun-
ing parameter λ (when regressing X ( j) versus {X (r); r 6= j}). See Section 2.6 and
Chapter 7 for more details. An alternative variable selection procedure is given by
the adaptive or thresholded Lasso, analogously as above but using β̂ ( j) from the
adaptive or thresholded two-stage procedures. For details about these methods, see
Sections 2.8-2.9 and Chapter 7.

Based on Ŝ( j), we build an estimate of the graph structure as follows. We can use
the “or”-rule and define:

estimate an edge between nodes j and k⇐⇒ k ∈ Ŝ( j) or j ∈ Ŝ(k).

A more conservative approach is based on the “and”-rule:

estimate an edge between nodes j and k⇐⇒ k ∈ Ŝ( j) and j ∈ Ŝ(k).

We note that for the population analogue as in (13.5), the “and”- and “or”-rule co-
incide.

From the viewpoint of asymptotic consistency for the edges in a GGM, it is sufficient
that

p

∑
j=1

IP[Ŝ( j) 6= S( j)
0 ]→ 0 (n→ ∞), (13.11)

for the “and”- or “or”-rule. This follows directly from (13.5) and the Bonferroni
bound for IP[Ŝ( j) 6= S( j)

0 for some j = 1, . . . , p].

Assuming for every regression in (13.9) the irrepresentable condition (for random
designs) and a beta-min condition on the size of the minimal absolute value of the
non-zero regression coefficients, the Lasso fulfills (13.11). This follows from Sec-
tion 2.6 and with more rigorous statements given in Chapter 7. Meinshausen and
Bühlmann (2006) who proposed this approach formulate the conditions in terms of
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the true underlying covariance matrix Σ 0 and (Σ 0)−1. Similarly, (13.11) also holds
for the adaptive or thresholded Lasso under more relaxed conditions on the designs
in the many regressions, see also Chapter 7.

Nodewise regression seems, at first sight, less powerful for inferring the edge set E0
than a simultaneous approach considering all nodes in the graph at once as with the
GLasso approach in Section 13.4.1. However, the sufficient and essentially neces-
sary conditions for consistent estimation of E0 (in terms of (Σ 0)−1 or Σ 0) are weaker
for nodewise regression than for GLasso. More discussion on this issue is given in
Meinshausen (2008) and Ravikumar et al. (2008).

13.4.3 Covariance estimation based on undirected graph

A powerful way to estimate a high-dimensional covariance matrix and its inverse
can be based on the structure of a graph. Consider an undirected conditional inde-
pendence graph (CIG) G. We can then infer the covariance matrix Σ via maximum
likelihood estimation with a constraint that the zero-elements of Σ−1 correspond to
the non-edges in the CIG G. We abbreviate this constraint by C(Σ−1↔ G):

Σ̂
−1
G = argmin

Σ−1�0,C(Σ−1↔G)

(
− log(detΣ

−1)+ trace(Σ̂MLEΣ
−1)
)
, (13.12)

and by matrix inversion we also obtain a covariance estimate Σ̂G. If the CIG G is
unknown, we can base the estimator in (13.12) on an estimate Ĝ to obtain Σ̂

−1
Ĝ

and Σ̂Ĝ. The computation of the estimator in (13.12) is as for the GLasso in (13.7),
involving convex optimization over positive definite matrices but without penalty
term in (13.12).

The estimate Ĝ could be from the GLasso in (13.7). Then, the estimator in (13.12)
is a GLasso-MLE hybrid estimator, analogous to the Lasso-OLS estimator briefly
described in Chapter 2, Section 2.10.

Alternatively, we can use the nodewise regression approach from the previous Sec-
tion 13.4.2 for an estimate Ĝ. This has the advantage that the estimator Ĝ is consis-
tent for a broader range of scenarios than the GLasso, as briefly discussed in Section
13.4.2. In particular, using the estimator in (13.12) in conjunction with the power-
ful nodewise regression approach addresses the drawback that nodewise regression
alone does not yield an estimate of the covariance Σ or its inverse Σ−1. Zhou et al.
(2010) present some mathematical analysis of such a two-stage procedure. There,
the nodewise regression estimates β̂ ( j) = β̂ ( j)(λ ) in (13.10) are thresholded Lasso
estimators:

β̂
( j)
thres,r = β̂

( j)
r l(|β̂ ( j)

r |> λthres), (13.13)
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where λthres > 0 is a threshold parameter, analogous to Section 2.9 and Section 7.6.

When using the GLasso or the nodewise regression approach for Ĝ and then em-
ploying the estimator in (13.12) in a second stage, we typically get (much) improved
performance for estimation of Σ and Σ−1 if the true underlying inverse covariance
matrix is sparse with a few non-zero entries having large absolute values, in compar-
ison to a single-stage GLasso estimate. This finding is in line with what we discussed
for linear models in Sections 2.8, 2.9 and 2.10, and we also refer to Sections 6.10
and 7.7.

13.4.3.1 Gene expressions from isoprenoid biosynthesis pathway in
arabidopsis thaliana

We illustrate the methods on gene expression data from the isoprenoid biosynthesis
pathway in arabidopsis thaliana given in Wille et al. (2004). In plants, isoprenoids
play important roles in a variety of processes such as photosynthesis, respiration,
regulation of growth and development. The data set consists of p = 39 isoprenoid
genes for which we have n = 118 gene expression measurements under various ex-
perimental conditions. As performance measure we use the 10-fold cross-validated
negative Gaussian log-likelihood for centered data. Figure 13.3 presents some re-

Fig. 13.3 Covariance estimation for arabidopsis gene expression data with n = 118 and p = 39.
x-axis: log(no. non-zero elements of Σ̂−1); y-axis: 10-fold cross-validated negative Gaussian.
GLasso (black line) and MLE in (13.12) based on nodewise regression estimated graph using
the thresholded Lasso for various threshold parameters denoted by τ (colored lines). Left: using
the “and”-rule for nodewise regression graph estimate; Right: using the “or”-rule for nodewise
regression graph estimate (see Section 13.4.2).
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sults for the GLasso and the covariance estimator in (13.12) based on an estimated
undirected graph from nodewise Lasso regression with thresholding as indicated in
(13.13). Regarding the latter, different threshold parameters are displayed with dif-
ferent curves, and varying the regularization parameter in GLasso or in the nodewise
Lasso regressions yield the curves in the graphs. We see that the GLasso exhibits an
approximately 5% improved performance in terms of the cross-validated negative
log-likelihood. However, when requiring more sparse solutions, estimation based
on an undirected graph from nodewise regression is better. This finding fits into
the typical picture that for highly sparse inverse covariance matrices, the two-stage
procedure using MLE based on an estimated graph performs better.

13.5 Ising model for binary random variables

We consider here the situation where all the variables X (1), . . . ,X (p) ∈ {0,1} are
binary. An interesting model for such binary variables is the Ising model with the
joint distribution

p(x(1), . . . ,x(p)) =
1

Z(γ)
exp

(
∑

j,k=1,...,p
γ
( j)
k x(k)x( j)

)
, (13.14)

where all γ
( j)
k ∈ R and Z(γ) is a normalization factor ensuring that the probabilities

sum up to one. The conditional independence graph is given from Definition 13.3.
For the Ising model (13.14), the following is true (Problem 13.3):

X ( j) ⊥ X (k)|X (V\{ j,k})⇐⇒ γ
( j)
k 6= 0 and γ

(k)
j 6= 0. (13.15)

This is analogous to formula (13.5), due to the structure of the Ising model in
(13.14). However, this structure does not necessarily hold for more general dis-
tributions of binary variables: that is, there could be higher-order interaction terms
whereas this is not possible in the multivariate Gaussian case.

Formula (13.15) can be re-written in terms of logistic regression. Consider

logit(IP[X ( j) = 1|X (V\{ j})]) = ∑
k 6= j

β
( j)
k X (k) ( j = 1, . . . , p),

where logit(p) = log(p/(1− p)) for 0 < p < 1. It then holds that

β
( j)
k = 2γ

( j)
k and hence γ

( j)
k 6= 0⇐⇒ β

( j)
k 6= 0. (13.16)

We leave the derivation of (13.16) as Problem 13.4. Therefore, because of (13.15),
we can infer the conditional independence graph for binary random variables from
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an Ising model in (13.14) via nodewise logistic regression, analogous to the method
described in Section 13.4.2.

We can use any reasonable variable selection procedure for each of the p logistic
regressions above with estimates

Ŝ( j) for S( j)
0 = {r; β

0( j)
r 6= 0, r = 1, . . . , p, r 6= j}, j = 1, . . . , p,

where we denote by β 0( j) the true underlying logistic regression parameters.

For example, the Lasso for logistic regression with tuning parameter λ , as described
in Chapter 3, yields

Ŝ( j) = {r; β̂
( j)
r (λ ) 6= 0}.

Based on Ŝ( j), we can estimate the conditional independence graph with edge set
E0 analogously as with nodewise regression in the Gaussian case (Section 13.4.2).
When using the “or”-rule, we define Êor:

{( j,k),(k, j)} ∈ Êor ⇐⇒ k ∈ Ŝ( j) or j ∈ Ŝ(k).

A more conservative approach is based on the “and”-rule with the estimator Êand:

{( j,k),(k, j)} ∈ Êand ⇐⇒ k ∈ Ŝ( j) and j ∈ Ŝ(k).

We note that both rules coincide for the population analogue in (13.15). The method
is consistent for finding the true underlying edge set, assuming sparsity, restrictive
conditions in terms of the corresponding Fisher-information matrix (i.e. analogous
to the irrepresentable condition for Gaussian graphical models) and a beta-min con-
dition saying that the non-zero coefficients γ

( j)
k in the Ising model are sufficiently

large. For detailed mathematical arguments, we refer the interested reader to Raviku-
mar et al. (2009b).

13.6 Faithfulness assumption

Consider a graphical model (G,P) where P satisfies a Markov condition (pairwise or
global) relative to G. Thanks to the Markov condition, we can infer from the graph
G some conditional independences for the distribution P. In general, the distribution
P may include other conditional independence relations than those entailed by the
Markov condition.

Definition 13.4. We say that the probability distribution P is faithful to the graph G
if the following equivalences hold: for every triple of disjoint sets A,B,C ⊆V ,
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C separates A and B⇐⇒ X (A) ⊥ X (B)|X (C).

Faithfulness says that we can read of all conditional independences from the graph-
ical concept of separation. The implication “=⇒” follows from assuming the global
Markov property, and faithfulness requires that the other implication “⇐=” holds as
well.

As a direct implication of the faithfulness assumption we obtain (Problem 13.5):

X ( j) ⊥ X (k)|X (C1) =⇒ X ( j) ⊥ X (k)|X (C2) for all C2 ⊇C1 with j,k /∈C2. (13.17)

13.6.1 Failure of faithfulness

We give two examples of non-faithful distributions.

13.6.1.1 Cancellation of regression coefficients

Consider an undirected conditional independence graph G with vertices V = {1,2,3}
and E = {(1,2),(2,1),(2,3),(3,2),(1,3),(3,1)}. That is, all vertices are connected
by an edge. Assume the global Markov property. Via this property, we can read off

1 2

3

Fig. 13.4 Conditional independence graph G where all p = 3 vertices are fully connected.

some (conditional) independence relations from the graph: for this case, however,
no (conditional) independences can be inferred (since none of the pairs of nodes
can be separated by another node). Nevertheless, it may happen that two variables
are marginally independent, i.e., an independence relation which cannot be read off
from the graph. A concrete construction for this phenomenon is as follows:

X (1) = ε
(1),
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X (2) = αX (1) + ε
(2),

X (3) = βX (1) + γX (2) + ε
(3),

where ε(1),ε(2),ε(3) i.i.d. ∼N (0,1), ε(3) independent of {X (2),X (1)} and ε(2) in-
dependent of X (1). Then,

(X (1),X (2),X (3))∼N3(0,Σ),

Σ =

 1 α β +αγ

α α2 +1 αβ + γ(α2 +1)
β +αγ αβ + γ(α2 +1) β 2 + γ2(α2 +1)+1+2αβγ

 .

We can enforce marginal independence of X (1) and X (3) by choosing α,β ,γ such
that β +αγ = 0, that is, cancellation of regression coefficients takes place. For ex-
ample, take α = β = 1, γ =−1. Then,

Σ =

 1 1 0
1 2 −1
0 −1 2

 , Σ
−1 =

 3 −2 −1
−2 2 1
−1 1 1

 .

Thus, since Cov(X (1),X (3)) = 0 and because of joint Gaussianity, we conclude that
X (1) ⊥ X (3). Moreover, as described in Section 13.4, zero partial correlations cor-
respond to zeroes in Σ−1: since there are no zeroes in Σ−1, all partial correlations
are non-zero and hence, X (i) 6⊥ X ( j)|X (k) for all combinations of distinct indices
i 6= j 6= k ∈ {1,2,3}. This, of course, is compatible with the graph in Figure 13.4.

Thus, this is an example with a distribution which is not faithful: for example X (1) ⊥
X (3) does not imply X (1) ⊥ X (3)|X (2), compare with (13.17). It happens because
the regression coefficients cancel in a very specific way. In a certain sense, this is
“unlikely”: Section 13.9.1 describes more details about this. But clearly, requiring
faithfulness is restricting the class of probability distributions.

13.6.1.2 Moving-average model

Consider a moving average model of order q for stationary time series:

Xt =
q

∑
j=1

θ jεt− j + εt , t = 1,2, . . . ,

ε1,ε2, . . . i.i.d. with E[εt ] = 0, E[ε2
t ] = σ

2 < ∞.

Then, the autocorrelation function satisfies

Cor(Xt ,Xt+k) = 0 for k > q.

On the other hand, if θ 6= 0, the partial autocorrelation function satisfies
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Parcor(Xt ,Xt+k|Xt+1, . . . ,Xt+k−1) 6= 0 for all k ≥ 1,

cf. Brockwell and Davis (1991) (for k = 1, the partial correlation is defined as the
marginal correlation). For example, for q = 1:

Parcor(Xt ,Xt+k|Xt+1, . . . ,Xt+k−1) =−
(−θ1)

k(1−θ 2
1 )

1−θ
2(k+1)
1

, k ≥ 2.

Thus, these models have the property that a correlation can be zero while the partial
correlation is non-zero. In the Gaussian case where εt ∼N (0,σ2) and partial corre-
lations describe conditional dependences, this property is in conflict with the faith-
fulness assumption, see formula (13.17). Hence, Gaussian moving-average models
correspond to non-faithful distributions (with respect to conditional independence
graphs).

13.6.2 Faithfulness and Gaussian graphical models

In the sequel, we denote partial correlations by

ρ jk|C = Parcor(X ( j),X (k)|X (C)),

where X (C) = {X (r); r ∈C} for some subset C ⊆V \{ j,k}.

Proposition 13.2. Consider a GGM where P is faithful with respect to the graph G.
We then have:

ρ jk|C1 = 0 =⇒ ρ jk|C2 = 0 for all C2 ⊇C1 with j,k /∈C2.

Proposition 13.2 immediately follows from (13.17). A weaker notion of so-called
partial faithfulness is discussed in Section 13.9.1: there, we require the assertion of
Proposition 13.2 only for the set C2 = V \{ j,k}. In case of faithfulness, we have a
stronger result than in formula (13.5).

Proposition 13.3. Consider a GGM where P is faithful with respect to the graph G.
We then have:

( j,k) and (k, j) ∈ E⇐⇒ ρ jk|C 6= 0 for all subsets C ⊆V \{ j,k}.

We leave the proof as Problem 13.6. We see from Proposition 13.3 that the faith-
fulness assumption yields a graph with fewer edges than without requiring faithful-
ness. In case of the latter, we have no edge between vertices j and k if and only
if ρ jk|V\{ j,k} = 0, whereas with faithfulness, we only need that ρ jk|C = 0 for some
C ⊆V \{ j,k}.



13.7 The PC-algorithm: an iterative estimation method 449

Proposition 13.3 has algorithmic implications. We can hierarchically screen marginal
correlations ρ jk and then low-order partial correlations ρ jk|C with |C| small: if one
of them is zero, we know that there is no edge between j and k. Of course, it is
much easier to estimate marginal or low-order partial correlations than a higher-
order partial correlation. We will see in Section 13.7 how the PC-algorithm exploits
this property in a hierarchical way, assuming sparsity which restricts the size of the
adjacency set adj(G, j) = {k ∈V ;( j,k) and (k, j) ∈ E} for every vertex j ∈V in the
graph G.

13.7 The PC-algorithm: an iterative estimation method

The PC-algorithm (Spirtes et al., 2000), where “PC” stands for the first names of
the inventors Peter Spirtes and Clarke Glymour, is a clever iterative multiple testing
procedure for inferring zero partial correlations. Roughly speaking, we exploit the
fact from Proposition 13.2 in the following way. If a marginal correlation ρ jk = 0,
there is no need to consider partial correlations ρ jk|C of higher order with |C| ≥ 1.
Analogously, if a first order partial correlation ρ jk|m = 0, we do not need to consider
higher order partial correlations ρ jk|C with m ∈ C and |C| ≥ 2; and so on. Thus,
faithfulness allows to test partial correlations in a hierarchical way, from marginal
to first- and then to higher-order partial correlations.

13.7.1 Population version of the PC-algorithm

In the population version of the PC-algorithm (PCpop), we assume that perfect
knowledge about all necessary conditional independence relations is available. What
we refer here to as the PC-algorithm is what others call the first part of the PC-
algorithm; the second part infers directions for some edges in a directed acyclic
graph (DAG). Most often, the PC-algorithm is used in connection with estimating a
DAG (or its equivalence class), but we do not cover this topic in the book.

The maximal value of ` of the order of the partial correlations in Algorithm 12 is
denoted by

mreach = maximal value of ` reached, (13.18)

which depends on the underlying distribution.

We explain now the principles of the PCpop algorithm in words. Thereby, we focus
on Gaussian distributions where we can characterize conditional independences by
corresponding partial correlations being equal to zero. The algorithm then starts with
a full graph where all nodes are connected with edges to each other. In Step 6, we
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Algorithm 12 The PCpop-algorithm
1: INPUT: Vertex set V , conditional independence information
2: OUTPUT: Conditional independence graph G
3: Form the complete undirected graph G̃ on the vertex set V
4: Set `=−1; set G = G̃
5: repeat
6: Increase `← `+1
7: repeat
8: Select a (new) ordered pair of nodes ( j,k) that are adjacent in G such that

|adj(G, j)\{k}| ≥ `
9: repeat

10: Choose (new) C ⊆ adj(G, j)\{k} with |C|= `.
11: if j and k are conditionally independent given C then
12: Delete edge j− k
13: Denote this new graph by G
14: end if
15: until edge j− k is deleted or all C ⊆ adj(G, j)\{k} with |C|= ` have been chosen
16: until all ordered pairs of adjacent nodes ( j,k) such that |adj(G, j) \ {k}| ≥ ` and C ⊆

adj(G, j)\{k} with |C|= ` have been tested for conditional independence
17: until for each ordered pair of adjacent nodes ( j,k): |adj(G, j)\{k}|< `.

start with ` = 0, and we first consider marginal correlations (Step 10 with |C| = 0)
among all pairs of variables (Step 8 and noting that the current G is the full graph):
we then delete the edges whose corresponding marginal correlations are zero (Steps
11 and 12). After this first round considering marginal correlations only, we obtain
a smaller graph (Step 13). We then increase the index ` to ` = 1 which means that
we will look at partial correlations of order `= 1. We select a pair of variables with
nodes j and k which are connected by an edge and we consider the partial correlation
of order ` = 1 by conditioning on some variable whose node C is connected to at
least one of the nodes j or k: if the partial correlation is zero, we delete the edge
between j and k, and if it is non-zero, we try other conditioning nodes C which are
connected to at least one of the nodes j or k. If none of the conditioning nodes C
yields zero partial correlation, we keep the edge between j and k; and vice-versa,
we delete the edge if there is a conditioning node C which leads to zero partial
correlation. We then do this partial correlation screening of order one for all other
pairs of connected nodes: in every of these screens, the current graph may become
less dense with fewer edges. Then, we increase the index ` to ` = 2 and consider
partial correlations of order `= 2 and so on. Since `≤mreach, we will only consider
partial correlations of order less or equal to mreach: if the true underlying graph is
sparse, mreach is small (see Proposition 13.4) and hence, estimation of such lower-
order partial correlations is not too much ill-posed. Another important algorithmic
feature is that the conditioning variables with nodes C (Step 10) are only from the
neighborhoods of the current graph and hence, assuming a sparse underlying true
graph, it is feasible to screen among all such conditioning nodes C. In fact the,
algorithm is computationally feasible for p in the thousands but assuming that the
true graph is reasonably sparse. We will discuss in Section 13.7.2 how to modify the
PCpop algorithm when estimating partial correlations from data.
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A proof that Algorithm 12 produces the correct CIG can be deduced from the proof
of Proposition 13.6 in Section 13.9.2 which treats the simpler problem of variable
selection in a linear model. From this, it follows that the PCpop algorithm could be
slightly simplified: in Step 8, instead of going through all pairs of ordered random
variables, we could consider an asymmetric version with pairs of ordered random
variables {(X ( j),X (k)); j < k} which - as a disadvantage - depends on the ordering
when it involves estimation (but not for the population version). We summarize the
property of the PCpop as follows.

Proposition 13.4. Consider a Gaussian graphical model with conditional indepen-
dence graph (CIG) G and distribution P, and assume that P is faithful to G. Denote
the maximal number of neighbors by q = max1≤ j≤p |adj(G, j)|. Then, the PCpop-
algorithm constructs the true underlying graph G. Moreover, for the reached level:
mreach ∈ {q−1,q}.

We note that the PCpop-Algorithm 12 also works for non-Gaussian, faithful distribu-
tions. However, inferring conditional independences in non-Gaussian distributions
from finitely many data is generally much more difficult than what we discuss next.

13.7.2 Sample version for the PC-algorithm

For finite samples, we need to estimate conditional independences. We limit our-
selves to the Gaussian case, where all nodes correspond to random variables with a
multivariate normal distribution as in (13.2). Then, conditional independences can
be inferred from partial correlations equaling zero: ρ jk|C =Parcor(X ( j),X (k)|X (C))=

0 if and only if X ( j) ⊥ X (k)|X (C), see (13.5) (thereby using V =C∪{ j,k}).
We can thus estimate partial correlations to obtain estimates of conditional inde-
pendences. The sample partial correlation ρ̂ jk|C can be calculated via regression,
inversion of parts of the empirical covariance matrix or recursively by using the
following identity: for any h ∈C,

ρ̂ jk|C =
ρ̂ jk|C\h− ρ̂ jh|C\hρ̂kh|C\h√
(1− ρ̂2

jh|C\h)(1− ρ̂2
kh|C\h)

. (13.19)

Using this recursion, we start with the sample covariance estimate Σ̂MLE = n−1
∑

n
i=1

(Xi−X)(Xi−X)T , calculate from it the sample correlation matrix and recursively
compute sample partial correlations according to formula (13.19).

For testing whether a partial correlation is zero or not, we apply Fisher’s z-transform

Z( jk|C) =
1
2

log
(

1+ ρ̂ jk|C
1− ρ̂ jk|C

)
. (13.20)
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Under the null-hypothesis that ρ jk|C = 0 and assuming a multivariate Gaussian dis-
tribution, the distribution of Fisher’s z-transform

√
n−|C|−3Z( jk|C) ≈N (0,1)

is asymptotically standard Normal, see for example Anderson (1984, Sec. 4.3.3).
Hence, we use the following decision- or thresholding-rule: reject the null-hypothesis
H0( jk|C) : ρ jk|C = 0 against the two-sided alternative HA( jk|C) : ρ jk|C 6= 0 if√

n−|C|−3|Z( jk|C)|> Φ
−1(1−α/2),

where Φ(·) denotes the cdf of N (0,1).

The sample version of the PC-algorithm is almost identical to the population version
in Section 13.7.1.

Algorithm 13 The PC-algorithm
1: INPUT: Vertex set V , sample covariance estimate Σ̂MLE
2: OUTPUT: Estimated conditional independence graph Ĝ
3: Run the PCpop-Algorithm 12 from Section 13.7.1 but replace in line 11 of Algorithm 12 the

if-statement by
if
√

n−|C|−3|Z( jk|C)| ≤Φ−1(1−α/2) then

The PC-Algorithm 13 yields a data-dependent value m̂reach,n which is the sample
version of (13.18). The only tuning parameter of the PC-algorithm is α , which is a
significance level for testing individual partial correlations.

As we will see in Section 13.8, the PC-algorithm is asymptotically consistent even
if p is much larger than n but assuming that the underlying graph is sparse and that
the non-zero partial correlations are sufficiently large.

13.7.2.1 Computational complexity

The computational complexity of the PC-algorithm is difficult to evaluate exactly,
but the worst case is bounded by

O(p2+m̂reach) bounded with high probability by O(p2+q) (p→ ∞), (13.21)

where q = max1≤ j≤p |adj(G, j)| is the maximal size of the neighborhoods. We note
that the bound may be very loose for many distributions. In fact, we can do the com-
putations for fairly dense graphs, for example some nodes j having neighborhoods
of size |adj(G, j)| equal to 10 or 20.

We provide a small example of the processor time for estimating the graph using
the PC-algorithm. The runtime analysis was done on a dual core processor 2.6 GHz
and 4 GB RAM and using the R-package pcalg. The number of variables varied
between p = 10 and p = 1000 while the number of samples was fixed at n = 1000.
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The sparseness is measured in terms of average size of the adjacency sets adj(G, j),
over all nodes j (and also over different random graph structures): the corresponding
theoretical quantity (expectation) is denoted by E[N] and we consider E[N] = 2 and
E[N] = 8. For each parameter setting, 10 replicates were used. In each case, the
tuning parameter used in the PC-algorithm was α = 0.01. The average processor
time together with its standard deviation for estimating the graph is given in Table
13.1. Graphs of p = 1000 nodes and 8 neighbors on average could be estimated in
about 25 minutes, while graphs with up to p = 100 nodes could be estimated in
about a second.

p E[N] CPU
10 2 0.028 (0.003)
10 8 0.072 (0.004)
30 2 0.10 (0.01)
30 8 0.56 (0.03)
50 2 0.19 (0.01)
50 8 1.29 (0.04)
100 2 0.54 (0.03)
100 8 4.68 (0.16)
300 2 4.0 (0.05)
300 8 42 (1.43)
1000 2 50 (0.22)
1000 8 565 (26.1)

Table 13.1 Average processor time in seconds (CPU) for estimating simulated undirected graphs
(GGMs) using the PC-algorithm with α = 0.01, with standard errors in brackets. Various values of
p and expected neighborhood size E[N], sample size n = 1000.

13.8 Consistency for high-dimensional data

This section is based on results from Kalisch and Bühlmann (2007). We assume
that the data are realizations of i.i.d. random vectors X1, . . . ,Xn with Xi ∈Rp having
a probability distribution P. To capture high-dimensional behavior, we will let the
dimension grow as a function of sample size: thus, p = pn and also the distribution
P=P(n) and the graph G=G(n) are depending on n. That is, we consider a triangular
scheme of observations (see also (2.6)):

Xn,1, . . . ,Xn,n i.i.d. ∼ P(n), n = 1,2,3, . . .

Our assumptions are as follows.

(A1) The distribution P(n) is multivariate Gaussian and faithful to an undirected
graph G(n) for all n ∈ N.
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(A2) The dimension pn = O(na) for some 0≤ a < ∞.

(A3) The maximal number of neighbors in the undirected graph G(n), denoted by
qn = max1≤ j≤pn |adj(G, j)|, satisfies qn = O(n1−b) for some 0 < b≤ 1.

(A4) The partial correlations satisfy:

inf{|ρ jk|C|; ρ jk|C 6= 0,
j,k = 1, . . . , pn ( j 6= k),C ⊆ {1, . . . , pn}\{ j,k}, |C| ≤ qn} ≥ cn,

where c−1
n = O(nd) (n→ ∞) for some 0 < d < b/2 and 0 < b≤ 1 as in (A3);

sup
n
{|ρ jk|C|;

j,k = 1, . . . , pn ( j 6= k),C ⊆ {1, . . . , pn}\{ j,k}, |C| ≤ qn} ≤M < 1.

Condition (A1) is an often used assumption in graphical modeling, although the
faithfulness assumption does restrict the class of probability distributions. Assump-
tion (A2) allows for an arbitrary polynomial growth of dimension as a function of
sample size. It could be relaxed to pn = O(exp(nδ )) for some sufficiently small
0 < δ < 1. (A3) is a sparseness assumption. (A4) ensures detectability of non-zero
partial correlations: it could be reformulated to cn =

√
qn/n1−κ for κ > 0 arbitrarily

small which is slightly more restrictive (if pn is polynomial in n) than the detectabil-
ity bound

√
qn log(pn)/n, see for example the beta-min condition for regression in

(2.23) and in Section 7.4. Furthermore, (A4) restricts the linear dependence by re-
quiring an upper bound M < 1 for partial correlations. We note that (A4) involves
condition sets C with |C| ≤ qn and hence, it is a kind of “sparse partial correlation”
condition related to the discussion on sparse eigenvalues in Section 6.13.5 from
Chapter 6. The following result then holds for the PC-algorithm.

Theorem 13.1. Consider a Gaussian graphical model with distribution P(n) and
underlying conditional independence graph G(n). Assume (A1)-(A4). Denote by
Ĝn(αn) the estimate from the PC-Algorithm 13 in Section 13.7.2. Then, there ex-
ists αn→ 0 (n→ ∞), see below, such that

IP[Ĝn(αn) = G(n)]

= 1−O(exp(−Kn1−2d))→ 1 (n→ ∞),

for some 0 < K < ∞ depending on M in (A4), and d > 0 is as in (A4).

A proof is given in the Section 13.8.2. A choice for the value of the tuning parameter
is αn = 2(1−Φ(n1/2cn/2)) which depends on the unknown lower bound of partial
correlations in (A4).
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13.8.1 An illustration

We show the behavior of various error rates in a high-dimensional setting where
the number of variables increases almost exponentially, the number of samples in-
creases linearly and the expected neighborhood size increases sub-linearly. The the-
oretically expected neighborhood size of the adjacency sets adj(G, j) over all nodes
j (and also over different random graph structures) is denoted by E[N]. By inspect-
ing the theory, we would expect the false positive error rate (FPR) and true positive
error rate (TPR),

FPR =
number of (estimated) false positives

number of (true) non-positives
=
|Ê ∩Ec

0|
|Ec

0|
, (13.22)

TPR =
number of (estimated) true positives

number of (true) positives
=
|Ê ∩E0|
|E0|

, (13.23)

to stay constant or even decrease. Table 13.2 shows the results of a small numeri-
cal study addressing this question; for details about the data-generating model see
Kalisch and Bühlmann (2007). We used the PC-Algorithm 13 with α = 0.05, and
the results are based on 20 simulation runs. Indeed, because the expected neighbor-

p n E[N] TPR FPR
9 50 1.4 0.61 (0.03) 0.023 (0.005)

27 100 2.0 0.70 (0.02) 0.011 (0.001)
81 150 2.4 0.753 (0.007) 0.0065 (0.0003)

243 200 2.8 0.774 (0.004) 0.0040 (0.0001)
729 250 3.2 0.794 (0.004) 0.0022 (0.00004)

2187 300 3.5 0.805 (0.002) 0.0012 (0.00002)

Table 13.2 The number of variables p increases almost exponentially, the sample size n increases
linearly and the expected neighborhood size E[N] increases sub-linearly. The results are based on
using α = 0.05, 20 simulation runs, and standard deviations are given in brackets.

hood size E[N] = 0.2
√

n increases sub-linearly in n, despite that p increases almost
exponentially in n, both the FPR and TPR error rates improve as n gets larger, as
supported by the consistency result in Theorem 13.1, see also assumption (A3). The
ratio log(p)/n equals for the various scenarios: 0.044,0.033,0.029,0.027,0.026 and
0.026, respectively.
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13.8.2 Theoretical analysis of the PC-algorithm

The statistical properties of iterative algorithms can be studied by first considering
the population version and then showing that the accumulation of estimation errors
is under control. We use this strategy here to prove Theorem 13.1.

13.8.2.1 Analysis of partial correlations

We first establish uniform consistency of estimated partial correlations. Denote by
ρ̂n; jk and ρn; jk the sample and population correlations between X ( j) and X (k), re-
spectively. Note that also the population parameters ρn; jk depend on n due to the tri-
angular array asymptotic framework as described at the beginning of Section 13.8.
Likewise, ρ̂n; jk|C and ρn; jk|C denote the sample and population partial correlation
between X ( j) and X (k) given X (C) = {X (r);r ∈C}, where C⊆ {1, . . . , pn}\{ j,k}. In
fact, it turns out that we only need to consider conditioning sets from

Kmn
jk = {C ⊆ {1, . . . , pn}\{ j,k}; |C| ≤ mn}

whose cardinality is bounded by

|Kmn
jk | ≤ Bpmn

n for some 0 < B < ∞. (13.24)

Here, mn→ ∞ (n→ ∞) is growing sufficiently slowly (we will use later that mn =
O(n1−b) as the rate of qn in Assumption (A3)).

Lemma 13.1. Assume (A1) (without requiring faithfulness) and supn, j 6=k |ρn; jk| ≤
M < 1 (compare with (A4)). Then, for any 0 < γ < 2,

sup
j,k∈{1,...,pn}

IP[|ρ̂n; jk−ρn; jk|> γ]≤C1(n−2)exp
(
(n−4) log(

4− γ2

4+ γ2 )

)
,

for some constant 0 <C1 < ∞ depending on M in (A4) only.

We note that Problem 14.4 describes a related result.

Proof. The statement of Lemma 13.1 is no surprise, due to the Gaussian assumption.

We make substantial use of Hotelling (1953)’s work. Denote by fn(r,ρ) the proba-
bility density function of the sample correlation ρ̂ = ρ̂n+1; jk based on n+ 1 obser-
vations and by ρ = ρn+1; jk the population correlation. (It is notationally easier to
work with sample size n+ 1; and we use the abbreviated notations with ρ̂ and ρ).
For 0 < γ ≤ 2,

IP[|ρ̂−ρ|> γ] = IP[ρ̂ < ρ− γ]+ IP[ρ̂ > ρ + γ].
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It can be shown, that fn(r,ρ) = fn(−r,−ρ), see Hotelling (1953, p.201). This sym-
metry implies,

IPρ [ρ̂ < ρ− γ] = IPρ̃ [ρ̂ > ρ̃ + γ] with ρ̃ =−ρ. (13.25)

Thus, it suffices to show that IP[ρ̂ > ρ +γ] = IPρ [ρ̂ > ρ +γ] decays exponentially in
n, uniformly for all ρ .

It has been shown (Hotelling, 1953, p.201, formula (29)), that for −1 < ρ < 1,

IP[ρ̂ > ρ + γ]≤ (n−1)Γ (n)√
2πΓ (n+ 1

2 )
M0(ρ + γ)(1+

2
1−|ρ|

) (13.26)

with

M0(ρ + γ) =
∫ 1

ρ+γ

(1−ρ
2)

n
2 (1− x2)

n−3
2 (1−ρx)−n+ 1

2 dx

=
∫ 1

ρ+γ

(1−ρ
2)

ñ+3
2 (1− x2)

ñ
2 (1−ρx)−ñ− 5

2 dx (using ñ = n−3)

≤ (1−ρ2)
3
2

(1−|ρ|) 5
2

∫ 1

ρ+γ

(

√
1−ρ2

√
1− x2

1−ρx
)ñdx

≤ (1−ρ2)
3
2

(1−|ρ|) 5
2

2 max
ρ+γ≤x≤1

(

√
1−ρ2

√
1− x2

1−ρx
)ñ. (13.27)

We will show now that gρ(x) =
√

1−ρ2
√

1−x2

1−ρx < 1 for all ρ + γ ≤ x ≤ 1 and −1 <
ρ < 1 (in fact, ρ ≤ 1− γ due to the first restriction). Consider

sup
−1<ρ<1;ρ+γ≤x≤1

gρ(x) = sup
−1<ρ≤1−γ

√
1−ρ2

√
1− (ρ + γ)2

1−ρ(ρ + γ)

=

√
1− γ2

4

√
1− γ2

4

1− (−γ

2 )( γ

2 )
=

4− γ2

4+ γ2 < 1 for all 0 < γ ≤ 2.

(13.28)

Therefore, for −1 < −M ≤ ρ ≤ M < 1 (see assumption (A4)) and using (13.26)-
(13.28) together with the fact that Γ (n)

Γ (n+ 1
2 )
≤ const. with respect to n, we have

IP[ρ̂ > ρ + γ]

≤ (n−1)Γ (n)√
2πΓ (n+ 1

2 )

(1−ρ2)
3
2

(1−|ρ|) 5
2

2(
4− γ2

4+ γ2 )
ñ(1+

2
1−|ρ|

)

≤ (n−1)Γ (n)√
2πΓ (n+ 1

2 )

1

(1−M)
5
2

2(
4− γ2

4+ γ2 )
ñ(1+

2
1−M

)≤
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≤ C1(n−1)(
4− γ2

4+ γ2 )
ñ =C1(n−1)exp

(
(n−3) log(

4− γ2

4+ γ2 )

)
,

where 0 < C1 < ∞ depends on M only, but not on ρ or γ . By invoking (13.25), the
proof is complete (note that the number n in the proof corresponds to the actual
sample size n−1). 2

Lemma 13.1 can be easily extended to partial correlations, as shown by Fisher
(1924), using projections for Gaussian distributions.

Proposition 13.5. (Fisher, 1924)
Assume (A1) (without requiring faithfulness). If the cumulative distribution function
(cdf) of ρ̂n; j,k is denoted by F(·|n,ρn; j,k), then the cdf of the sample partial correla-
tion ρ̂n; jk|C with |C| = m < n− 1 is F [·|n−m,ρn; jk|C]. That is, the effective sample
size is reduced by m.

A proof can be found in Fisher (1924); see also Anderson (1984). 2

Lemma 13.1 and Proposition 13.5 yield then the following.

Corollary 13.1. Assume (A1) (without requiring faithfulness) and the upper bound
in the second requirement of (A4). Then, for mn < n−4, any 0 < γ < 2,

sup
j,k∈{1,...,pn},C∈Kmn

jk

IP[|ρ̂n; jk|C−ρn; jk|C|> γ]

≤ C1(n−2−mn)exp
(
(n−4−mn) log(

4− γ2

4+ γ2 )

)
,

for some constant 0 <C1 < ∞ depending on M in (A4) only.

ρ)/(1−ρ)). Denote by Zn; jk|C = g(ρ̂n; jk|C) and by zn; jk|C = g(ρn; jk|C).

Lemma 13.2. Assume the conditions from Corollary 13.1. Define L = 1/(1− (1+
M)2/4), with M as in assumption (A4). Then, for mn→∞ (n→∞), mn < n−4, and
for any 0 < γ < 2L,

sup
j,k∈{1,...,pn},C∈Kmn

jk

IP[|Zn; jk|C− zn; jk|C|> γ]

≤ O(n−mn)

(
exp
{
(n−4−mn) log(

4− (γ/L)2

4+(γ/L)2 )

}
+ exp{−C2(n−mn)}

)
for some constant 0 <C2 < ∞ depending on M in (A4) only.

Proof. A Taylor expansion of the z-transform g(ρ) = 0.5log((1 + ρ)/(1− ρ))
yields:

The PC-algorithm is testing partial correlations after the z-transform g(ρ)=0.5log((1+
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Zn; jk|C− zn; jk|C = g′(ρ̃n; jk|C)(ρ̂n; jk|C−ρn; jk|C), (13.29)

where |ρ̃n; jk|C−ρn; jk|C| ≤ |ρ̂n; jk|C−ρn; jk|C|. Moreover, g′(ρ) = 1/(1−ρ2). By ap-
plying Corollary 13.1 with γ = κM = (1−M)/2 we have

inf
j,k,C∈Kmn

jk

IP[|ρ̃n; jk|C−ρn; jk|C| ≤ κM]

> 1−C1(n−2−mn)exp(−C2(n−mn)), (13.30)

where C1,C2 depend on M. Since

g′(ρ̃n; jk|C) =
1

1− ρ̃2
n; jk|C

=
1

1− (ρn; jk|C +(ρ̃n; jk|C−ρn; jk|C))2

≤ 1
1− (M+κM)2 if |ρ̃n; jk|C−ρn; jk|C| ≤ κM,

where we also invoke (the second part of) assumption (A4) for the last inequal-
ity. Therefore, since κM = (1−M)/2 yielding 1/(1− (M +κM)2) = L, and using
(13.30), we get

inf
j,k,C∈Kmn

jk

IP[|g′(ρ̃n; jk|C)| ≤ L]

≥ 1−C1(n−2−mn)exp(−C2(n−mn)). (13.31)

Since |g′(ρ)| ≥ 1 for all ρ , we obtain with (13.29):

sup
j,k,C∈Kmn

jk

IP[|Zn; jk|C− zn; jk|C|> γ] (13.32)

≤ sup
j,k,C∈Kmn

jk

IP[|g′(ρ̃n; jk|C)|> L]+ sup
j,k,C∈Kmn

jk

IP[|ρ̂n; jk|C−ρn; jk|C|> γ/L].

Formula (13.32) follows from elementary probability calculations: for two random
variables U,V with |U | ≥ 1 (|U | corresponding to |g′(ρ̃)| and |V | to the difference
|ρ̂−ρ|),

IP(|UV |> γ) = IP(|UV |> γ, |U |> L)+ IP(|UV |> γ,1≤ |U | ≤ L)

≤ IP(|U |> L)+ IP(|V |> γ/L) .

The statement then follows from (13.32), (13.31) and Corollary 13.1. 2
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13.8.2.2 Proof of Theorem 13.1

For the analysis of the PC-algorithm, it is useful to consider a more general version,
the so-called PCpop(m), as described in Algorithm 14 below. By definition, the PC-

Algorithm 14 The PCpop(m)-algorithm
1: INPUT: Stopping level m, vertex set V , conditional independence information
2: OUTPUT: Conditional independence graph G
3: Form the complete undirected graph G̃ on the vertex set V
4: Set `=−1; set G = G̃
5: repeat
6: Increase `← `+1
7: repeat
8: Select a (new) ordered pair of nodes ( j,k) that are adjacent in G such that |adj(G, j) \

{k}| ≥ `
9: repeat

10: Choose (new) C ⊆ adj(G, j)\{k} with |C|= `.
11: if j and k are conditionally independent given C then
12: Delete edge j− k
13: Denote this new graph by G.
14: end if
15: until edge j− k is deleted or all C ⊆ adj(G, j)\{k} with |C|= ` have been chosen
16: until all ordered pairs of adjacent variables ( j,k) such that |adj(G, j) \ {k}| ≥ ` and C ⊆

adj(G, j)\{k} with |C|= ` have been tested for conditional independence
17: until `= m or for each ordered pair of adjacent nodes ( j,k): |adj(G, j)\{k}|< `.

algorithm in Section 13.7.1 equals the PCpop(mreach)-algorithm. There is the obvious
sample version, the PC(m)-algorithm, and the PC-algorithm in Section 13.7.2 is the
same as the PC(m̂reach)-algorithm, where m̂reach is the sample version of (13.18).

The population version PCpop(mn)-algorithm when stopped at level mn = mreach,n
constructs the true skeleton according to Proposition 13.4. Moreover, the PCpop(m)-
algorithm remains to be correct when using m ≥ mreach,n. The following Lemma
extends this result to the sample PC(m)-algorithm.

Lemma 13.3. Assume (A1), (A2), (A3) where 0< b≤ 1 and (A4) where 0< d < b/2.
Denote by Ĝn(αn,mn) the estimate from the PC(mn)-algorithm and by G(n) the true
underlying conditional independence graph. Moreover, denote by mreach,n the value
described in (13.18). Then, for mn ≥ mreach,n, mn = O(n1−b) (n→ ∞), there exists
αn→ 0 (n→ ∞) such that

IP[Ĝn(αn,mn) = G(n)]

= 1−O(exp(−Kn1−2d))→ 1 (n→ ∞),

where d > 0 is as in (A4) and 0 < K < ∞ depending on M in (A4).
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Proof. An error occurs in the sample PC-algorithm if there is a pair of nodes j,k and
a conditioning set C ∈Kmn

jk (although the algorithm is typically only going through a
random subset of Kmn

jk ) where an error event E jk|C occurs; E jk|C denotes that “an er-
ror occurred when testing partial correlation for zero at nodes j,k with conditioning
set C”, and the two kind of errors (false positives and false negatives) are described
precisely in (13.34) below. Thus,

IP[an error occurs in the PC(mn)-algorithm]

≤ P[
⋃

j 6=k,C∈Kmn
jk

E jk|C]≤ O(pmn+2
n ) sup

j 6=k,C∈Kmn
jk

IP[E jk|C], (13.33)

using that the cardinality of the set |{ j,k,C ∈ Kmn
jk }| = O(pmn+2

n ), see also formula
(13.24). Now

E jk|C = EI
jk|C ∪EII

jk|C, (13.34)

where

type I error EI
jk|C :

√
n−|k|−3|Zkl|C|> Φ

−1(1−α/2) and z jk|C = 0,

type II error EII
jk|C :

√
n−|k|−3|Z jk|C| ≤Φ

−1(1−α/2) and z jk|C 6= 0.

Choose α = αn = 2(1−Φ(n1/2cn/2)), where cn is from (A4). Then,

sup
j,k,C∈Kmn

jk

IP[EI
jk|C] = sup

j,k,C∈Kmn
jk

IP[|Z jk|C− z jk|C|> (n/(n−|C|−3))1/2cn/2]

≤ O(n−mn)exp(−C3(n−mn)c2
n), (13.35)

for some 0 <C3 < ∞ (depending on M in (A4)) using Lemma 13.2 and the fact that
log( 4−δ 2

4+δ 2 )∼−δ 2/2 as δ → 0. Furthermore, with the choice of α = αn above,

sup
j,k,C∈Kmn

jk

IP[EII
jk|C] = sup

j,k,C∈Kmn
jk

IP[|Z jk|C| ≤
√

n/(n−|C|−3)cn/2]

≤ sup
j,k,C∈Kmn

jk

IP[|Z jk|C− z jk|C|> cn(1−
√

n/(n−|C|−3)/2)],

because inf j,k,C∈Kmn
jk
|z jk|C| ≥ cn since |g(ρ)| ≥ |ρ| for all ρ and using assumption

(A4). By invoking Lemma 13.2 we then obtain:

sup
j,k,C∈Kmn

jk

IP[EII
jk|C]≤ O(n−mn)exp(−C4(n−mn)c2

n) (13.36)

for some 0 <C4 < ∞ (depending on M in (A4)). Now, by (13.33)-(13.36) we get

IP[an error occurs in the PC(mn)-algorithm]
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≤ O(pmn+2
n (n−mm)exp(−C5(n−mn)c2

n))

≤ O(na(mn+2)+1 exp(−C5(n−mn)n−2d))

= O
(

exp
(

a(mn +2) log(n)+ log(n)−C5(n1−2d−mnn−2d)
))

= o(1),

because n1−2d dominates all other terms in the argument of the exp-function due to
the assumption in (A4) that d < b/2. This completes the proof. 2

Lemma 13.3 leaves some flexibility for choosing mn. The PC-algorithm yields a
data-dependent reached stopping level m̂reach,n, that is, the sample version of (13.18).

Lemma 13.4. Assume (A1)-(A4). Then,

IP[m̂reach,n = mreach,n] = 1−O(exp(−Kn1−2d))→ 1 (n→ ∞),

where d > 0 is as in (A4) and 0 < K < ∞ depending on M in (A4).

Proof. Consider the population algorithm PCpop(m): the reached stopping level sat-
isfies mreach ∈ {qn−1,qn}, see Proposition 13.4. The sample PC(mn)-algorithm with
stopping level in the range of mreach ≤ mn = O(n1−b) (we can choose such an mn
since mreach ∈ {qn−1,qn} and qn = O(n1−b)) coincides with the population version
on a set A having probability P[A] = 1−O(exp(−Kn1−2d)), see the last formula in
the proof of Lemma 13.3. Hence, on the set A, m̂reach,n = mreach ∈ {qn−1,qn}. The
claim then follows from Lemma 13.3. 2

Lemma 13.3 and 13.4 together complete the proof of Theorem 13.1.

13.9 Back to linear models

We have seen in (13.5) a direct relation between Gaussian graphical models and
regression coefficients. We will argue here that a weaker form of the faithfulness
condition from Section 13.6 turns out to be very useful for variable selection in
a linear model. The presentation in this section is largely based on results from
Bühlmann et al. (2010).

Let X = (X (1), . . . ,X (p))∈X be a vector of covariates with E[X ] = 0 and Cov(X) =
ΣX and let ε ∈ R with E[ε] = 0 and Var(ε) = σ2 > 0 such that ε is independent of
X (1), . . . ,X (p). Consider a response Y ∈ R defined by the following random design
linear model:

Y = µ +
p

∑
j=1

β
0
j X ( j) + ε, (13.37)
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for some parameters µ ∈R and true parameter vector β 0 = (β 0
1 , . . . ,β

0
p )

T ∈Rp (we
do not emphasize the “truth” of the other parameters with the notation “0”). We
assume:

(B1) ΣX is strictly positive definite.

Note that assumption (B1) implies identifiability of the regression parameters from
the joint distribution of (X ,Y ) since

β
0 = Σ

−1
X (Cov(Y,X (1)) . . . ,Cov(Y,X (p)))T ,

implicitly assuming that second moments of X ( j)’s exist. More discussion about
assuming a positive definite population covariance for the covariates X is also given
in Section 6.12. Furthermore, we assume that E[Y 2]< ∞.

We consider sparse linear models where some (or most) of the β 0
j ’s are equal to

zero. The goal is variable selection, that is to identify the active set

S0 = { j; β
0
j 6= 0, j = 1, . . . , p}

based on a sample of independent observations (X1,Y1), . . . ,(Xn,Yn) which are dis-
tributed as (X ,Y ). We denote the number of nonzero β 0

j ’s by s0 = |S0|.

13.9.1 Partial faithfulness

We now introduce the concept of partial faithfulness which is weaker than requiring
a faithful distribution for the random variables Y,X (1), . . . ,X (p) in the linear model
in (13.37). Partial faithfulness will allow us to identify the active set S0 of covariates
using a simplified version of the PC-Algorithm 13.

Definition 13.5. (Partial faithfulness) Let X ∈Rp be a random vector (e.g. covari-
ates), and let Y ∈R be a random variable (e.g. response). The distribution of (X ,Y )
is said to be (X ,Y )-partially faithful if for every j ∈ {1, . . . , p}:

Parcor(Y,X ( j)|X (C)) = 0 for some C ⊆ {1, . . . , p}\ j

=⇒ Parcor(Y,X ( j)|X ({1,...,p}\ j)) = 0.

We remark that partial faithfulness has no direct relation to a graphical model and
its definition does not require a graphical concept. It can be shown that partial faith-
fulness is generally a weaker condition than requiring faithfulness of a distribution
in a directed acyclic graph model which relates to a linear model as in (13.37), see
Bühlmann et al. (2010). Furthermore, we note that for the linear model (13.37) with
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assumption (B1), β 0
j = 0 if and only if Parcor(Y,X ( j)|X ({1,...,p}\ j)) = 0. Hence, such

a model satisfies the partial faithfulness assumption if for every j ∈ {1, . . . , p}:

Parcor(Y,X ( j)|X (C)) = 0 for some C ⊆ {1, . . . , p}\ j =⇒ β
0
j = 0. (13.38)

A direct consequence of partial faithfulness is as follows (Problem 13.7).

Corollary 13.2. Consider the linear model (13.37) satisfying the (X ,Y )-partial
faithfulness condition. Then the following holds for every j ∈ {1, . . . , p}:

Parcor(Y,X ( j)|X (C)) 6= 0 for all C ⊆ {1, . . . , p}\ j ⇐⇒ β
0
j 6= 0.

Corollary 13.2 shows that a variable from the active set S0 has a strong interpretation
in the sense that all corresponding partial correlations are different from zero when
conditioning on any subset C ⊆ {1, . . . , p}\ j.

13.9.1.1 Sufficient condition for partial faithfulness

We consider the linear model in (13.37) and we assume that (B1) holds. Moreover,
we make a condition on the structure of β 0

j ( j = 1, . . . , p): to do so, we will use the
framework where the non-zero coefficients are fixed realizations from a probability
distribution. A sufficient condition for partial faithfulness is (see Theorem 13.2):

(B2) The true regression coefficients satisfy:

{β 0
j ; j ∈ S0} ∼ f (b)db,

where f (·) denotes a density on (a subset of) Rs0 of an absolutely continuous
distribution with respect to Lebesgue measure.

Assumption (B2) says that the non-zero regression coefficients are (fixed) realiza-
tions from an absolutely continuous distribution with respect to Lebesgue measure.
Once the β 0

j ’s are realized, we fix them such that they can be considered as deter-
ministic in the linear model (13.37). This framework is loosely related to a Bayesian
formulation treating the β 0

j ’s as independent and identically distributed random vari-
ables from a prior distribution which is a mixture of point mass at zero (for β 0

j ’s
with j /∈ S0) and a density with respect to Lebesgue measure (for β 0

j ’s with j ∈ S0).
Assumption (B2) is rather mild in the following sense: the regression coefficients
having values zero can arise in an arbitrary way and only the non-zero coefficients
are restricted to exclude adversarial cases.

Theorem 13.2. Consider the linear model (13.37) satisfying assumptions (B1) and
(B2). Then (X ,Y )-partial faithfulness holds almost surely (with respect to the distri-
bution generating the non-zero regression coefficients, see (B2)).
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A proof is given in Section 13.9.6. Theorem 13.2 says that failure of (X ,Y )-partial
faithfulness has probability zero (i.e., Lebesgue measure zero).

13.9.2 The PC-simple algorithm

We present here a slightly simplified version of the PC-Algorithm 13 in Section 13.7
for estimating the active set S0 = { j; β 0

j 6= 0} in a linear model. We closely follow
Section 13.7.

13.9.2.1 Population version of the PC-simple algorithm

We explore how partial faithfulness can be used for variable selection. In order to
show the key ideas of the algorithm, we first assume that the population partial
correlations are known. Afterwards, we consider the more realistic situation where
they need to be estimated from data.

Recall that partial faithfulness for the linear model in (13.37) says:

Parcor(Y,X ( j)|X (C)) = 0 for some C ⊆ {1, . . . , p}\{ j} =⇒ β
0
j = 0.

The easiest relation is with C = /0:

Cor(Y,X ( j)) = 0 =⇒ β
0
j = 0, (13.39)

showing that the active set S0 cannot contain any j for which Cor(Y,X ( j)) = 0.
Hence, we can screen all marginal correlations between pairs (Y,X ( j)), j = 1, . . . , p,
and build a first set of candidate active variables

S[1] = { j; Cor(Y,X ( j)) 6= 0, j = 1, . . . , p}.

We call this the step1 active set or the correlation screening active set, and we know
by (13.39) that

S0 ⊆ S[1]. (13.40)

Such correlation screening may reduce the dimensionality of the problem by a sub-
stantial or even huge amount.

Furthermore, we can screen partial correlations of order one by using the following
relation: for j ∈ S[1],

Parcor(Y,X ( j)|X (k)) = 0 for some k ∈ S[1] \{ j} =⇒ β
0
j = 0. (13.41)
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That is, for checking whether the jth covariate remains in the model, we can ad-
ditionally screen all partial correlations of order one. Note that we only consider
partial correlations given variables in the step1 active set S[1]. This is similar to what
is done in the PC algorithm, and it yields an important computational reduction
while still allowing to eventually identify the true active set S0 (see Algorithm 15
and Theorem 13.6). Thus, screening partial correlations of order one using (13.41)
leads to a smaller set

S[2] = { j ∈ S[1]; Parcor(Y,X ( j)|X (k)) 6= 0 for all k ∈ S[1] \{ j}} ⊆ S[1].

This new step2 active set S[2] has further reduced the dimensionality of the candidate
active set, and because of (13.41) we still have that S[2] ⊇ S0.

We can continue screening of higher-order partial correlations, resulting in a nested
sequence of stepm active sets

S[1] ⊇ S[2] ⊇ . . .⊇ S[m] ⊇ . . .⊇ S0. (13.42)

A stepm active set S[m] can be used as dimensionality reduction and any favored vari-
able selection method could then be used for the reduced linear model with covari-
ates corresponding to indices in S[m]. Alternatively, we can continue the algorithm
until the candidate active set does not change anymore. This leads to the PC-simple
algorithm described in Algorithm 15.

Algorithm 15 The population version of the PC-simple algorithm.
1: Set m = 1. Do correlation screening, see (13.39), and build the step1 active set

S[1] = { j; Cor(Y,X ( j)) 6= 0, j = 1, . . . , p}.
2: repeat
3: Increase m← m+1.

Construct the stepm active set:

S[m] = { j ∈ S[m−1]; Parcor(Y,X ( j)|X (C)) 6= 0

for all C ⊆ S[m−1] \{ j} with |C|= m−1}.

4: until |S[m]| ≤ m.

In analogy to (13.18), we denote the value m that is reached in Algorithm 15 by
mreach:

mreach = min{m; |S[m]| ≤ m}. (13.43)

The PC-simple algorithm is similar to the PC-Algorithm 13 in Section 13.7. But the
PC-algorithm considers all ordered pairs of variables in (X (1), . . . ,X (p),Y ), while
we only consider pairs (Y,X ( j)), j ∈ {1, . . . , p}. The reason for not considering pairs
(X ( j),X (k)) is that we are only interested in associations between Y and X ( j): we can
then restrict ourselves to consider conditioning sets in the neighborhood of Y only
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(instead of both neighborhoods of Y and X ( j) as in the PC-algorithm; see also the
comment appearing before Proposition 13.4).

The following result describes correctness of the PC-simple algorithm.

Proposition 13.6. For the linear model (13.37) satisfying (B1) and (X ,Y )-partial
faithfulness, the population version of the PC-simple algorithm identifies the true
underlying active set, i.e., S[mreach] = S0 = { j; β 0

j 6= 0, j = 1, . . . , p}.

A proof is given in Section 13.9.6.

13.9.2.2 Sample version of the PC-simple algorithm

For finite samples, we need to estimate partial correlations. We use the following
shorthand notation:

ρ(Y, j|C) = Parcor(Y,X ( j)|X (C)), ρ̂(Y, j|C) = P̂arcor(Y,X ( j)|X (C)),

ρ( j,k|C) = Parcor(X (i),X ( j)|X (C)), ρ̂( j,k|C) = P̂arcor(X (i),X ( j)|X (C)),

where the “hat-versions” denote sample partial correlations. These sample partial
correlations can be calculated recursively, as in (13.19): for any k ∈C we have

ρ̂(Y, j|C) =
ρ̂(Y, j|C \{k})− ρ̂(Y,k|C \{k})ρ̂( j,k|C \{k})√
{1− ρ̂2(Y,k|C \{k})}{1− ρ̂2( j,k|C \{k})}

.

As in (13.20), we test whether a partial correlation is zero using Fisher’s z-transform,

Z(Y, j|C) =
1
2

log
(

1+ ρ̂(Y, j|C)

1− ρ̂(Y, j|C)

)
. (13.44)

Furthermore, exactly as in Section 13.7.2, we use the following decision rule: re-
ject the null-hypothesis H0(Y, j|C) : ρ(Y, j|C) = 0 against the two-sided alternative
HA(Y, j|C) : ρ(Y, j|C) 6= 0 if√

n−|C|−3|Z(Y, j|C)|> Φ
−1(1−α/2),

where Φ(·) denotes the standard normal cumulative distribution function and α is
a (single testing) significance level. The Gaussian distribution serves as a reference:
even in absence of a Gaussian distribution, the rule above can be seen as a thresh-
olding operation.

The sample version of the PC-simple algorithm (Algorithm 16) is obtained by re-
placing the statements about Parcor(Y,X ( j)|X (C)) 6= 0 (including C = /0) in Step 3 in
Algorithm 15 by √

n−|C|−3|Z(Y, j|C)|> Φ
−1(1−α/2).
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Algorithm 16 The PC-simple algorithm
1: Run the population version of the PC-simple Algorithm 15 from Section 13.9.2.1 but replace

in line 3 of Algorithm 15 the statement about partial correlations being non-zero by√
n−|C|−3|Z(Y, j|C)|> Φ−1(1−α/2)

The resulting estimated set of variables is denoted by Ŝ(α) = Ŝ[m̂reach](α), where
m̂reach is the estimated version of the quantity in (13.43). The only tuning parameter
α of the PC-simple algorithm is the (single testing) significance level for testing
partial correlations. Asymptotic properties of the PC-simple Algorithm 16 are dis-
cussed in Section 13.9.4.

We note that the PC-simple algorithm is very different from a greedy forward (or
backward) scheme: it screens many correlations or partial correlations at once and
may delete many variables at once. Furthermore, it is a more sophisticated pursuit
of variable screening than the marginal correlation approach in Fan and Lv (2008),
described in Section 13.9.5 or its extension to low-order partial correlation screening
(Wille and Bühlmann, 2006).

Since the PC-simple algorithm is a simplified version of the PC algorithm, its com-
putational complexity is bounded above by the worst-case polynomial runtime of
the PC algorithm, see (13.21) for a crude bound. In fact, we can easily use the PC-
simple algorithm for sparse problems where p ≈ 100− 5′000, as demonstrated in
Section 13.9.3.

13.9.3 Numerical results

13.9.3.1 Real data: riboflavin production by bacillus subtilis

We consider the high-dimensional real data set about riboflavin (vitamin B2) pro-
duction by the Bacillus subtilis which we introduced in Section 9.2.6. There is a
continuous response variable Y which measures the logarithm of the production
rate of riboflavin, and there are p = 4088 covariates corresponding to the logarithms
of expression levels of genes. We consider a genetically homogeneous sample of
n = 71 individuals. One of the main goals is variable selection, in order to find
genes which are most relevant for the production rate. We pursue this step using a
linear model.

We use the PC-simple Algorithm 16 and we compare it with the variable selectors
based on the Lasso, as described in Sections 2.5 and 2.6 and formula (2.10), and
based on the Elastic Net discussed in Section 2.13 in Chapter 2. For the latter, we
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vary the `1-penalty parameter only while keeping the `2-penalty parameter fixed at
the default value from the R-package elasticnet. We run the PC-simple algo-
rithm on the full data set, with various values of the tuning parameter α . Then, we
compute the Lasso and Elastic Net and choose the regularization parameters such
that the same number of selected variables arise as for the PC-simple method.

Table 13.3 indicates that the variable selection results of the Lasso and Elastic Net
are more similar than the ones from the PC-simple method. Although the PC-simple
algorithm seems to select variables in a “slightly different” way than the penalized
Lasso and Elastic Net methods, we find a remarkable overlap of the few selected

α for PC-simple selected var. PC∩Lasso PC∩ENet Lasso∩ENet
0.001 3 0 0 2
0.01 4 2 1 3
0.05 5 2 1 3
0.15 6 3 2 3

Table 13.3 Variable selection for riboflavin production dataset. The columns show the number of
selected variables (selected var.), the number of variables that were selected by both PC-simple
and Lasso (PC∩Lasso), the number of variables that were selected by both PC-simple and Elastic
Net (PC∩ENet), and the number of variables that were selected by both Lasso and Elastic Net
(Lasso∩ENet).

genes among p = 4088 candidates.

13.9.3.2 Simulated data

We simulate data according to a Gaussian linear model as in (13.37) having p co-
variates with covariance matrix ΣX ; j,k = ρ | j−k|. In order to generate values for β 0,
we follow (B2): a certain number s0 of coefficients β 0

j have a value different from
zero. The values of the nonzero β 0

j ’s are sampled independently from a standard
normal distribution and the indices of the nonzero β 0

j ’s are evenly spaced between
1 and p. We consider a low- and a high-dimensional setting:

Low-dimensional: p= 19, s0 = 3, n= 100; ρ ∈ {0,0.3,0.6}with 1000 replicates;

High-dimensional: p = 499, s0 = 10, n = 100; ρ ∈ {0,0.3,0.6} with 300 replicates.

We evaluate the performance of the methods using ROC curves which measure some
performance aspect of variable selection independently from the issue of choosing
good tuning parameters. We compare the PC-simple algorithm with the Lasso and
with the Elastic Net, and the latter two are used as described in the previous Subsec-
tion 13.9.3.1. In our PC-simple algorithm, the proposed default value for the tuning
parameter is α = 0.05: its performance is indicated by the intersection of the vertical
lines and the ROC curves in Figure 13.5.
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Fig. 13.5 ROC curves for the simulation study in Section 13.9.3.2. PC-simple algorithm (solid
line), Lasso (dashed line) and Elastic Net (dotted line). The solid vertical lines indicate the perfor-
mance of the PC-simple algorithm using the default α = 0.05. The figure is taken from Bühlmann
et al. (2010).

We first discuss the results for the low-dimensional settings (Figures 13.5(a), 13.5(c),
13.5(e)). For small false positive rates (FPRs, see equation (13.22) for the defini-
tion), the PC-simple algorithm is clearly better than Lasso or Elastic Net. If the
correlation among the covariates increases, the performance of Elastic Net deterio-
rates, whereas the performances of PC-simple and Lasso do not vary much. When
focusing on the FPR arising from the default value for α in the PC-simple method,
PC-simple outperforms Lasso and Elastic Net by a large margin.
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(a) Low dimensional, ρ = 0.
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(b) High dimensional, ρ = 0.
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(c) Low dimensional, ρ = 0.3.
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(d) High dimensional, ρ = 0.3.
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(e) Low dimensional, ρ = 0.6.
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(f) High dimensional, ρ = 0.6.
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For the high-dimensional settings (Figures 13.5(b), 13.5(d), 13.5(f)), we see that for
small FPRs, the difference between the methods is small. Lasso performs best, while
Elastic Net is worst and PC-simple is somewhere in between. For larger FPRs, this
effect becomes stronger.

13.9.4 Asymptotic results in high dimensions

13.9.4.1 Consistency of the PC-simple algorithm

We show that the PC-simple Algorithm 16 from Section 13.9.2.2 is asymptotically
consistent for variable selection in high-dimensional situations with p� n, assum-
ing certain assumptions.

We consider the linear model in (13.37). In order to simplify the asymptotic calcu-
lations, we assume a joint Gaussian distribution (see (C1) below). To capture high-
dimensional behavior, we let the dimension grow as a function of sample size. That
is, we consider a triangular array of observations (e.g. see (2.6)) where p = pn, the
regression coefficients β 0

j = β 0
n; j and hence the active set S0 = S0,n with s0 = s0,n =

|S0,n| and also the distribution of (X ,Y ) (e.g. partial correlations ρ(·, ·|·) = ρn(·, ·|·))
change with n. In the following, we denote by { j}c = {1, . . . , p} \ j. We make the
following assumptions.

(C1) The distribution in model (13.37)

(X ,Y )∼ P(n) = Npn+1(µX ,Y ;n,ΣX ,Y ;n)

is Gaussian and P(n) satisfies assumption (B1) and the partial faithfulness condi-
tion for all n.

(C2) The dimension pn = O(na) for some 0≤ a < ∞.

(C3) The cardinality of the active set s0,n = |S0,n|= |{ j; β 0
n; j 6= 0, j = 1, . . . , pn}|

satisfies: s0,n = O(n1−b) for some 0 < b≤ 1.

(C4) The partial correlations ρn(Y, j|C) satisfy:

inf
{
|ρn(Y, j|C)|; ρn(Y, j|C) 6= 0, j = 1, . . . , pn, C ⊆ { j}c, |C| ≤ s0,n} ≥ cn,

where c−1
n = O(nd) for some 0≤ d < b/2, and b is as in (C3).

(C5) The partial correlations ρn(Y, j|C) and ρn( j,k|C) satisfy:

(i) sup
n, j,C⊆{ j}c,|C|≤s0,n

|ρn(Y, j|C)| ≤M < 1,
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(ii) sup
n, j 6=k,C⊆{ j,k}c,|C|≤s0,n

|ρn( j,k|C)| ≤M < 1.

The Gaussian assumption in (C1) is not crucial: Theorem 13.6 shows that the pop-
ulation case does not require a Gaussian assumption and (C1) is only made to sim-
plify asymptotic calculations. A more detailed discussion of assumptions (C1)-(C5)
is given below.

Denote by Ŝn(α) the estimated set of variables from the PC-simple Algorithm 16 in
Section 13.9.2.2 with tuning parameter α .

Theorem 13.3. Consider the linear model (13.37) and assume (C1)-(C5). Then
there exists a sequence αn → 0 (n→ ∞) such that the PC-simple algorithm sat-
isfies:

IP[Ŝn(αn) = S0,n] = 1−O(exp(−Kn1−2d))→ 1 (n→ ∞),

for some 0 < K < ∞ depending on M in (C5), and d > 0 is as in (C4).

A proof is given in Section 13.9.6. A choice for the value of the tuning parameter
leading to consistency is αn = 2(1−Φ(n1/2cn/2)). Note that this choice depends on
the unknown lower bound of the partial correlations in (C4). This value αn, although
introduced as a significance level of a single test, is a tuning parameter which allows
to control type I and II errors over the many tests which are pursued in the PC-simple
algorithm.

13.9.4.2 Discussion of the conditions of Theorem 13.3

We have discussed in previous chapters the Lasso and versions of it for high-
dimensional and computationally tractable variable selection in linear models. None
of them exploit partial faithfulness and thus, it is interesting to discuss the conditions
from this section with a view towards other established results.

For the Lasso, the neighborhood stability or irrepresentable condition is sufficient
and essentially necessary for consistent variable selection (assuming in addition a
beta-min condition on the regression coefficients), as described in Sections 2.6, 2.6.1
and also in Section 7.5.1. We recall that the neighborhood stability or the irrepre-
sentable condition can quite easily fail to hold (e.g. in Example 13.1 below) which,
due to the necessity of the condition, implies inconsistency of the Lasso for variable
selection. The adaptive Lasso, described in Section 2.8, or other two-stage Lasso
and thresholding procedures yield consistent variable selection under compatibility
or restricted eigenvalue conditions which are weaker than the neighborhood stabil-
ity or irrepresentable condition, see also Sections 7.8-7.9 and Example 13.1 below.
These conditions are not directly comparable with our assumptions (C1)-(C5).
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Somewhat unfortunately, assumptions (C1)-(C5) cannot be separated in terms of
design and signal strength. Nevertheless, we make an attempt for an interpretation.
We assume a random design where assumptions (B1) and (C5,(ii)) hold. Requiring
(B1) is rather weak since we do not require explicitly any behavior of the covariance
matrix ΣX = ΣX ;n in the sequence of distributions P(n) (n∈N), except for strict pos-
itive definiteness for all n (but not an explicit bound on the minimal eigenvalue). On
the other hand, (C5,(ii)) excludes perfect collinearity where the fixed upper bound
on partial correlations is placing some additional restrictions on the design. Further-
more, the linear model of Y |X involves regression coefficients which are required
to satisfy certain conditions as follows. The partial faithfulness condition follows
from Theorem 13.2 if we assume (B2) from Section 13.9.1 for every n. Dependence
relations among covariates enter implicitly in restricting the regression coefficients
via assumptions (C4) and (C5,(i)). Assumption (C4) imposes a constraint regard-
ing the detectability of small non-zero partial correlations. The condition is slightly
more restrictive than requiring the order of the detection limit

√
sn log(pn)/n for

the Lasso given in e.g. (2.23) (see also the discussion of (A1)-(A4) in Section 13.8).
Assumption (C2) allows for an arbitrary polynomial growth of dimension as a func-
tion of sample size, i.e., high-dimensionality, while (C3) is a sparseness assumption
in terms of the number of effective variables. Both (C2) and (C3) are standard as-
sumptions in high-dimensional asymptotics. If the dimension p is fixed (with fixed
distribution P in the linear model), (C2), (C3) and (C4) hold automatically, and
(C1) and (C5) remain as the only conditions. For the high-dimensional case, a sim-
ple modification of Example 13.1 is presented below where conditions (C1)-(C5)
hold.

It is easy to construct examples where the Lasso fails to be consistent while the
PC-simple algorithm recovers the true set of variables, as shown by the following
example.

Example 13.1. Consider a Gaussian linear model as in (13.37) with

p = 4, s0 = 3, σ
2 = 1, µ = (0, . . . ,0)T , E[X ( j)] = 0 for all j,

ΣX =


1 ρ1 ρ1 ρ2
ρ1 1 ρ1 ρ2
ρ1 ρ1 1 ρ2
ρ2 ρ2 ρ2 1

 , ρ1 =−0.4, ρ2 = 0.2,

β1,β2,β3 fixed i.i.d. realizations from N (0,1), β4 = 0.

It can be shown that the irrepresentable condition, see formula (2.20), fails to hold
(Problem 13.8). Hence, the Lasso is inconsistent for variable selection in this model.
On the other hand, (C1) holds because of Theorem 13.2, and also (C5) is true.
These are all the conditions for the PC-simple algorithm for a fixed distribution
P. Hence, the PC-simple algorithm is consistent for variable selection. It should be
noted though that the adaptive Lasso is also consistent for this example.
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For the high-dimensional case, we can modify the example as follows. Consider
s0 = 3 active variables, with design and coefficients as in Example 13.1, and p− s0
noise covariates which are independent from the 3 active variables (and p satisfies
(C2) and the design satisfies (B1) and (C5,(ii))): then, all our assumptions (C1)-(C5)
hold while the Lasso is not consistent for this modification of Example 13.1.

13.9.5 Correlation screening (sure independence screening)

A very simple variable screening procedure for a linear model is given by select-
ing all variables having sufficiently large absolute marginal correlation with the re-
sponse:

Ŝcorr−scr(τ) = { j; |ρ̂(Y, j)|> τ}, (13.45)

where 0 < τ ≤ 1 is a threshold parameter. The procedure is useful if

IP[Ŝcorr−scr(τ)⊇ S0]→ 1 (n→ ∞).

Fan and Lv (2008) use the terminology “sure independence screening” (SIS) for
the correlation procedure in (13.45). They argue that SIS can achieve the screening
property in high-dimensional scenarios. Here, we will derive another justification,
based on partial faithfulness, why correlation screening works at least asymptoti-
cally. Thereby, we note that the estimated version of correlation screening in (13.40)
and (13.45) are equivalent.

13.9.5.1 Asymptotic behavior of correlation screening

For correlation screening, see formula (13.40), we do not require any sparsity. We
define:

(D1) The marginal correlations ρn(Y, j) satisfy:

inf
{
|ρn(Y, j)|; ρn(Y, j) 6= 0, j = 1, . . . , pn} ≥ cn,

where c−1
n = O(nd) with 0≤ d < 1/2.

(D2) The marginal correlations ρn(Y, j) satisfy:

sup
n, j
|ρn(Y, j)| ≤M < 1.
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Denote by Ŝ[1]n (α) the correlation screening active set estimated from data using sig-
nificance level α , i.e., the first step in the sample version of the PC-simple Algorithm
16.

Theorem 13.4. Consider the linear model (13.37) and assume (C1), (C2), (D1) and
(D2). Then there exists a sequence αn→ 0 (n→ ∞) such that:

IP[Ŝ[1]n (αn)⊇ S0,n] = 1−O(exp(−Kn1−2d))→ 1 (n→ ∞),

for some 0 < K < ∞ depending on M in (D2), and d > 0 is as in (D1).

A proof is given in Section 13.9.6. A possible choice of the regularization parameter
is αn = 2(1−Φ(n1/2cn/2)) where cn is the unknown lower bound of non-zero corre-
lations in assumption (D1). As pointed out above, we do not make any assumptions
on sparsity. However, for non-sparse problems, many correlations may be non-zero,
preventing an effective dimension reduction. In such problems, Ŝ[1] can still be large,
for example almost as large as the full set {1,2, . . . , p}.
Fan and Lv (2008) have shown that correlation (or sure independence) screening is
overestimating the active set S0, as stated in Theorem 13.4, assuming rather restric-
tive conditions on the covariance ΣX . Theorem 13.4 demonstrates that this result
also holds under very different assumptions on ΣX when partial faithfulness is as-
sumed in addition.

13.9.6 Proofs

13.9.6.1 Proof of Theorem 13.2

Consider the linear model (13.37) satisfying assumptions (B1) and (B2). In order to
prove that the partial faithfulness assumption holds almost surely, it suffices to show
that the following is true for all j ∈ {1, . . . , p}:

β j 6= 0 =⇒ Parcor(Y,X ( j)|X (C)) 6= 0 a.s. for all C ⊆ { j}c

(a.s. is with respect to the distribution generating the β j’s).

Thus, let j ∈ {1, . . . , p} such that β j 6= 0, and let C⊆{ j}c. Recall that Parcor(Y,X ( j)|
X (C)) = 0 if and only if the partial covariance Parcov(Y,X ( j)|X (C)) between Y and
X ( j) given X (C) equals zero (cf. Anderson (1984, page 37, definition 2.5.2)). Par-
tial covariances can be computed using a recursive formula given in e.g. Anderson
(1984, page 43, equation (26)). This formula shows that the partial covariance is
linear in its arguments, and that Parcov(ε,X ( j)|X (C)) = 0 for all j ∈ {1, . . . , p} and
C ⊆ { j}c. Hence,
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Parcov(Y,X ( j)|X (C)) = Parcov(µ +
p

∑
r=1

βrX (r) + ε,X ( j)|X (C))

=
p

∑
r=1

βrParcov(X (r),X ( j)|X (C))

= β jParcov(X ( j),X ( j)|X (C))+
p

∑
r=1,r 6= j

βrParcov(X (r),X ( j)|X (C)).

Since β j 6= 0 by assumption, and since Parcov(X ( j),X ( j)|X (C)) 6= 0 by assumption
(B1), the only way for Parcov(Y,X ( j)|X (C)) to equal zero is if there is a special
parameter constellation of the βr’s, such that

p

∑
r=1,r 6= j

βrParcov(X (r),X ( j)|X (C)) =−β jParcov(X ( j),X ( j)|X (C)). (13.46)

But such a parameter constellation has Lebesgue measure zero under assumption
(B2) (for fixed distribution of X , the probability that the sampled βr’s fulfill (13.46)
is zero). 2

13.9.6.2 Proof of Proposition 13.6

By partial faithfulness and equation (13.42), S0 ⊆ S[mreach]. Hence, we only need to
show that S0 is not a strict subset of S[mreach]. We do this using contraposition. Thus,
suppose that S0 ⊂ S[mreach] strictly. Then there exists a j ∈ S[mreach] such that j /∈ S0.
Fix such an index j. Since j ∈ S[mreach], we know that

Parcor(Y,X ( j)|X (C)) 6= 0 for all C ⊆ S[mreach−1] \{ j} with |C| ≤ mreach−1. (13.47)

The argument for (13.47) is as follows. The statement for sets C with |C|=mreach−1
is due to the definition of iteration mreach of the PC-simple algorithm. Sets C with
lower cardinality are considered in previous iterations of the algorithm, and since
S[1] ⊇ S[2] ⊇ . . ., all subsets C ⊆ S[mreach−1] with |C| ≤ mreach−1 are considered and
hence, (13.47) holds.

We now show that we can take C = S0 in (13.47). First, note that the supposition
S0 ⊂ S[mreach] and our choice of j imply that

S0 ⊆ S[mreach] \{ j} ⊆ S[mreach−1] \{ j}.

Moreover, S0 ⊂ S[mreach] (strictly) implies that |S0| ≤ |S[mreach]| − 1. Combining this
with |S[mreach]| ≤ mreach (see the definition of mreach in (13.43)), yields that |S0| ≤
mreach−1. Hence, we can indeed take C = S0 in (13.47), yielding that Parcor(Y,X ( j)|
X (S0)) 6= 0.
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On the other hand, j /∈ S0 implies that β j = 0, and hence Parcor(Y,X ( j)|X (S0)) = 0.
This is a contradiction, and hence S0 cannot be a strict subset of S[mreach]. 2

13.9.6.3 Proof of Theorem 13.3

A first main step is to show that the population version of the PC-simple algorithm
infers the true underlying active set S0,n, assuming partial faithfulness. We formu-
lated this step in Proposition 13.6 as a separate result, and its proof is given above.

The arguments for controlling the estimation error due to a finite sample size are
very similar to the ones used in the proof of Theorem 13.1. We proceed in two
steps.

Analysis of partial correlations.
An exponential inequality for estimating partial correlations up to order mn = o(n)
follows from Lemma 13.2. We use the following notation: Kmn

j = {C⊆{1, . . . , pn}\
{ j}; |C| ≤mn} ( j = 1, . . . , pn), Zn(Y, j|C)= g(ρ̂n(Y, j|C)) and zn(Y, j|C)= g(ρn(Y, j|
C), where g(ρ) = 1

2 log( 1+ρ

1−ρ
) is Fisher’s Z-transform. Lemma 13.2 now reads as

follows.

Lemma 13.5. Suppose that the Gaussian assumption from (C1) and condition (C5)
hold. Define L = 1/(1− (1 + M)2/4), with M as in assumption (C5). Then, for
mn < n−4 and 0 < γ < 2L,

sup
C∈Kmn

j ,1≤ j≤pn

IP[|Zn(Y, j|C)− zn(Y, j|C)|> γ]

≤ O(n)
(

exp
{
(n−4−mn) log(

4− (γ/L)2

4+(γ/L)2 )

}
+ exp{−C2(n−mn)}

)
for some constant 0 <C2 < ∞ depending on M in (C5).

Analysis of the PC-simple algorithm.
First, we consider a version of the PC-simple algorithm that stops after a fixed (i.e.,
non-random) number of m iterations (and if m ≥ m̂reach, where m̂reach is the esti-
mation analogue of (13.43), we set Ŝ[m] = Ŝ[m̂reach]). We denote this version by PC-
simple(m) and the resulting estimate of the active set by Ŝ(α,m). This construction
is analogous to the PC(m)-algorithm whose population version is described in Al-
gorithm 14.

Lemma 13.6. Assume (C1)-(C5). Then, for mn satisfying mn ≥mreach,n (see (13.43))
and mn = O(n1−b) (with b as in (C3)), there exists a sequence αn→ 0 such that

IP[Ŝn(αn,mn) = S0,n] = 1−O(exp(−Kn1−2d))→ 1 (n→ ∞),

for some 0 < K < ∞ depending on M in (C5), and d > 0 is as in (C4).
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A concrete choice of αn is αn = 2(1−Φ(n1/2cn/2)), where cn is the lower bound
from (C4) (which is typically unknown).

Proof. Obviously, the population version of the PC-simple(mn) algorithm is correct
for mn ≥ mreach,n, see Theorem 13.6. An error can occur in the PC-simple(mn) al-
gorithm if there exists a covariate X ( j) and a conditioning set C ∈ Kmn

j (although
the algorithm is typically only going through random subsets of Kmn

j ) where an er-
ror event E j|C occurs; E j|C denotes the event that “an error occurred when testing
ρn(Y, j|C) = 0” (either a false positive or false negative decision, see (13.49) and
afterwards). Thus,

IP[an error occurs in the PC-simple(mn)-algorithm]

≤ IP[
⋃

C∈Kmn
j ,1≤ j≤pn

E j|C]≤ O(pmn+1
n ) sup

C∈Kmn
j , j

IP[E j|C], (13.48)

using that the cardinality of the set {C; C ∈ Kmn
j , j = 1, . . . , pn}, indexing the union

in (13.48), is bounded by O(pmn+1
n ). Now, let

E j|C = EI
j|C ∪EII

j|C, (13.49)

where

type I error EI
j|C :

√
n−|C|−3|Zn(Y, j|C)|> Φ

−1(1−α/2) and zn(Y, j|C) = 0,

type II error EII
j|C :

√
n−|C|−3|Zn(Y, j|C)| ≤Φ

−1(1−α/2) and zn(Y, j|C) 6= 0.

Choose α = αn = 2(1−Φ(n1/2cn/2)), where cn is from (C4). Then,

sup
C∈Kmn

j ,1≤ j≤pn

IP[EI
j|C]

= sup
C∈Kmn

j , j
IP
(
|Zn(Y, j|C)− zn(Y, j|C)|>

√
n/(n−|C|−3)cn/2

)
≤ O(n)exp(−C3(n−mn)c2

n), (13.50)

for some 0 <C3 < ∞ depending on M in (C5), using Lemma 13.5 and the fact that
log( 4−δ 2

4+δ 2 )≤−δ 2/2 for 0 < δ < 2. Furthermore, with the choice of α = αn above,

sup
C∈Kmn

j ,1≤ j≤pn

IP[EII
j|C] = sup

C∈Kmn
j , j

IP
(
|Zn(Y, j|C)| ≤

√
n/(n−|C|−3)cn/2

)
≤ sup

C∈Kmn
j , j

IP
(
|Zn(Y, j|C)− zn(Y, j|C)|> cn(1−

√
n/(n−|C|−3)/2)

)
,
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because infC∈Kmn
j , j{|zn(Y, j|C)|; zn(Y, j|C) 6= 0} ≥ cn since |g(ρ)|= | 12 log( 1+ρ

1−ρ
)| ≥

|ρ| for all ρ and using assumption (C4). This shows the crucial role of assumption
(C4) in controlling the type II error. By invoking Lemma 13.5 we then obtain:

sup
C∈Kmn

j , j
IP[EII

j|C]≤ O(n)exp(−C4(n−mn)c2
n) (13.51)

for some 0 <C4 < ∞ depending on M in (C5). Now, by (13.48)-(13.51) we get

IP[an error occurs in the PC-simple(mn)-algorithm]

≤ O(pmn+1
n nexp(−C5(n−mn)c2

n))

≤ O(na(mn+1)+1 exp(−C5(n−mn)n−2d))

= O
(

exp
(

a(mn +1) log(n)+ log(n)−C5(n1−2d−mnn−2d)
))

= O(exp(−Kn1−2d)),

for some 0 < K < ∞ depending on M in (C5), because n1−2d dominates all other
terms in the argument of the exp-function, due to mn = O(n1−b) and the assumption
in (C4) that d < b/2. This completes the proof. 2

Lemma 13.6 leaves some flexibility for choosing mn. The PC-simple algorithm
yields a data-dependent stopping level m̂reach,n, that is, the sample version of (13.43).

Lemma 13.7. Assume (C1)-(C5). Then,

IP[m̂reach,n = mreach,n] = 1−O(exp(−Kn1−2d))→ 1 (n→ ∞)

for some 0 < K < ∞ depending on M in (C5), and d > 0 is as in (C4).

Proof. Consider the population version of the PC-simple algorithm, with stopping
level mreach as defined in (13.43). Note that mreach = mreach,n = O(n1−b) under as-
sumption (C3). The sample PC-simple(mn) algorithm with stopping level in the
range of mreach ≤ mn = O(n1−b), coincides with the population version on a set
A having probability P[A] = 1−O(exp(−Kn1−2d)), see the last formula in the proof
of Lemma 13.6. Hence, on the set A, m̂reach,n = mreach. 2

Lemma 13.6 and 13.7 together complete the proof of Theorem 13.3.

13.9.6.4 Proof of Theorem 13.4

By definition, S0,n⊆ S[1], where S[1] is the set of variables from correlation screening.

Denote by Zn(Y, j) the quantity as in (13.20) with C = /0 and by zn(Y, j) its pop-
ulation analogue, i.e., the z-transformed population correlation. An error occurs
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when screening the jth variable if Zn(Y, j) has been tested to be zero but in fact
zn(Y, j) 6= 0. We denote such an error event by EII

j . Note that

sup
1≤ j≤pn

IP[EII
j ]≤ O(n)exp(−C1nc2

n),

for some 0 <C1 < ∞ depending on M in (D2), see formula (13.51) above (we do not
use any sparsity assumption for this derivation; we do invoke (D1) which requires
a lower bound on non-zero marginal correlations). Thus, the probability of an error
occurring in the correlation screening procedure is bounded by

IP[∪1≤ j≤pnEII
j ] = O(pnn)exp(−C1nc2

n) = O(exp((1+a) log(n)−C1n1−2d))

= O(exp(−C2n1−2d))

for some 0 <C2 < ∞ depending on M in (D2) (since 0≤ d < 1/2). This completes
the proof. 2

Problems

13.1. Consider the regressions in (13.4). Discuss that it is always possible to find
such a representation, assuming that X (1), . . . ,X (p) have a multivariate Gaussian
distribution. Some textbooks (e.g. Section 2.5 in Anderson (1984)) may be used to
recall the basic properties of conditional distributions from a multivariate Gaussian.

13.2. For the negative log-likelihood of a multivariate Gaussian distribution, derive
formula (13.6).

13.3. Ising model
Show that (13.15) holds.

13.4. Show that (13.16) holds, establishing the equivalence of non-zero parameters
in the Ising model and non-zero coefficients in logistic regressions.

13.5. Faithfulness
Show that formula (13.17) holds, assuming the faithfulness condition.

13.6. Give a proof of Proposition 13.3.

13.7. Derive the statement in Corollary 13.2.

13.8. Show that the irrepresentable condition fails to hold in Example 13.1.



Chapter 14

Probability and moment inequalities

Abstract The chapter is a mini-guide to empirical process theory, in particular prob-
ability and moment inequalities for the empirical process indexed by functions. We
give an essentially complete (but often rather compact) treatment of the results we
need in the previous chapters.

14.1 Organization of this chapter

This chapter contains some important probability and moment inequalities for the
maximal difference between averages and expectations. We start out with summa-
rizing a few elementary but useful results. We then reprove Bernstein’s inequality
as it was given in Bennet (1962). Section 14.4 reproves Hoeffding’s inequality (Ho-
effding, 1963). In Section 14.5, we provide the moment and probability inequal-
ities for the maximum of a finite number, say p, averages. Section 14.6 extends
these inequalities to the case of arbitrary many averages: it presents a concentration
inequality of Bousquet (2002), of Massart (2000a), and concentration inequalities
for sub-Gaussian random variables. Section 14.7 reviews some symmetrization and
contraction inequalities. These are applied in Section 14.8 to obtain concentration
results for Lipschitz loss functions. In Section 14.9, we discuss some issues related
to least squares estimation with random design. Symmetrization moreover allows
one to derive bounds assuming only lower order moments, as we shall show in Sec-
tion 14.10. Section 14.11 invokes entropy arguments to arrive at the increments of
the empirical process for the sub-Gaussian case. In Section 14.12, we present some
concrete entropy results for illustrating the bounds of the preceding section.
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14.2 Some simple results for a single random variable

14.2.1 Sub-exponential random variables

A random variable X is called sub-exponential if, for some constants K and σ0,

2K2(Ee|X |/K−1−E|X |/K)≤ σ
2
0 . (14.1)

Our first result is a preliminary lemma that can be used to prove Bernstein’s in-
equality (see Lemma 14.9), and that moreover will help the reader to appreciate
Bousquet’s inequality (see Theorem 14.1).

Lemma 14.1. Let X ∈ R be a random variable with EX = 0. Then it holds that

logEexp[X ]≤ Ee|X | −1−E|X |.

Proof. For any c > 0,

exp[X− c]−1≤ exp[X ]

1+ c
−1 =

eX −1−X +X− c
1+ c

≤ e|X | −1−|X |+X− c
1+ c

.

Let
c = Ee|X | −1−E|X |.

Hence, since EX = 0,

Eexp[X− c]−1≤ Ee|X | −1−E|X |− c
1+ c

= 0.

tu
Note that (14.1) implies that for all m≥ 2,

E|X |m ≤ m!
2

Km−2
σ

2
0 .

Conversely, we have:

Lemma 14.2. Suppose that for some positive constants K and σ0, and for all m ∈
{2,3, . . .},

E|X |m ≤ m!
2

Km−2
σ

2
0 .

Then

2[2K]2
(
Eexp[|X |/[2K]]−1−E|X |/[2K]

)
≤ 2σ

2
0 .
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Proof. Let L = 2K. Then

2L2(Eexp[|X |/L]−1−E|X |/L) =
∞

∑
m=2

2
m!

E|X |m

Lm−2

≤
∞

∑
m=2

Km−2σ2
0

Lm−2 =
σ2

0
1−K/L

= 2σ
2
0 .

tu

14.2.2 Sub-Gaussian random variables

A random variable X is called sub-Gaussian if, for some constants K and σ0,

K2(Ee|X |
2/K2 −1)≤ σ

2
0 . (14.2)

We relate (14.2) to the behavior of moment generating function of X .

Lemma 14.3. Let X ∈ R be a random variable with EX = 0 and with, for certain
positive constants K and σ0,

K2(Ee|X |
2/K2 −1)≤ σ

2
0 .

Then for all L,
EeX/L ≤ exp[2(K2 +σ

2
0 )/L2].

Proof. Take β := 1+ σ2
0

K2 . By Chebyshev’s inequality, we have for all t > 0,

IP(|X | ≥ t)≤ β exp[−t2/K2].

Hence, for m ∈ {2,3, . . .},

E|X |m ≤ β

∫
∞

0
exp[−t

2
m /K2]dt

= βKm
Γ

(
m
2
+1
)
≤ β

mKm
Γ

(
m
2
+1
)
,

where in the last inequality, we used β ≥ 1. So, for L≥ 0,

EeX/L = 1+
∞

∑
m=2

1
m!

EXm/Lm
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≤ 1+
∞

∑
m=2

Γ (m
2 +1)

Γ (m+1)
β

mKm/Lm ≤ 1+
∞

∑
m=2

β mKm/Lm

Γ (m
2 +1)

= 1+
∞

∑
m=1

(βK2/L2)m

Γ (m+1)
+

∞

∑
m=1

(βK2/L2)m+ 1
2

Γ (m+ 3
2 )

≤ 1+
∞

∑
m=1

(βK2/L2)m(1+βK/L)
Γ (m+1)

= 1+(1+βK/L)(exp[βK2/L2]−1).

Now, invoke that for all x > 0, x≤ ex2
, which implies

1+(1+ x)(ex2 −1)≤ e2x2
.

The result for L≤ 0 follows by replacing X by −X . tu
A random variable X has sub-Gaussian tails if for some non-negative constants a
and K,

IP(|X | ≥ t)≤ 2exp[−t2/K2], t > a.

By Chebyshev’s inequality, sub-Gaussian random variables have sub-Gaussian tail
behavior. The next lemma shows that the converse is also true.

We invoke the notation
x+ := xl{x > 0},

and stress here that (x+)2 = x2l{x > 0} 6= x2.

Lemma 14.4. Suppose that for some constants K > 0 and a≥ 0 and for all t > a,

IP(|X | ≥ t)≤ 2exp[−2t2/K2].

Then

Eexp
[
(|X |−a)+

K

]2

≤ 1+2exp[−2a2/K2].

Proof. This follows from

Eexp
[
(|X |−a)+

K

]2

=
∫

∞

0
IP

(
exp
[
(|X |−a)+

K

]2

≥ u

)
du

≤ 1+
∫

∞

1
IP

(
exp
[
(|X |−a)+

K

]2

≥ u

)
du

≤ 1+
∫

∞

1
IP(|X | ≥ a+

√
K2 logu)du≤ 1+2

∫
∞

1
exp[−2(a+

√
K2 logu)2/K2]du

≤ 1+2exp[−2a2/K2]
∫

∞

1
exp[−2logu] = 1+2exp[−2a2/K2].

tu
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It is quite clear that if X is sub-Gaussian, then Y := X2 is sub-exponential. We
present the next result for later reference.

Lemma 14.5. Suppose that for some positive constants K and σ0,

K2(Eexp[X2/K2]−1)≤ σ
2
0 .

Let Y := X2. Then for all m≥ 2,

E|Y −EY |m ≤ m!
2
(2K2)m−2(2Kσ0)

2.

Proof. Clearly,
Eexp[Y/K2]−1≤ σ

2
0 /K2.

Therefore
E|Y |m/K2m ≤ m!(Eexp[Y 2/K2]−1)≤ m!σ2

0 /K2.

Hence
E|Y |m ≤ m!σ2

0 K2m−2.

But then
E|Y −EY |m ≤ 2m−1E|Y |m ≤ m!σ2

0 2m−1K2m−2

=
m!
2
(2Kσ0)

2(2K2)m−2.

tu

14.2.3 Jensen’s inequality for partly concave functions

We will derive m-th moment inequalities (m ≥ 1) from exponential moments (see
e.g. Lemma 14.7, Lemma 14.12, Corollary 14.1, and Lemma 14.14). For this pur-
pose, we present the following lemma.

Lemma 14.6. (Jensen’s inequality for partly concave functions) Let X be a real-
valued random variable, and let g be an increasing function on [0,∞), which is
concave on [c,∞) for some c≥ 0. Then

Eg(|X |)≤ g
[
E|X |+ cIP(|X |< c)

]
.

Proof. We have

Eg(|X |) = Eg(|X |)l{|X | ≥ c}+Eg(|X |)l{|X |< c}
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≤ Eg(|X |)l{|X | ≥ c}+g(c)IP(|X |< c)

= E
[

g(|X |)
∣∣∣∣|X | ≥ c

]
IP(|X | ≥ c)+g(c)IP(|X |< c).

We now apply Jensen’s inequality to the term on the left, and also use the concavity
on [c,∞) to incorporate the term on the right:

Eg(|X |)≤ g
[
E
(
|X |
∣∣∣∣|X | ≥ c

)]
IP(|X | ≥ c)+g(c)IP(|X |< c)

≤ g
[
E|X |+ cIP(|X |< c)

]
.

tu
Application of the previous lemma gives

Lemma 14.7. We have for any real-valued random variable X, and all m≥ 1,

E|X |m ≤ logm
[
Ee|X | −1+ em−1

]
.

Proof. The function
g(x) = logm(1+ x), x≥ 0,

is concave for all x≥ em−1−1. Hence, by Lemma 14.6,

E|X |m = E logm
[
e|X | −1+1

]
≤ logm

[
E(e|X | −1)+1+(em−1−1)

]
.

tu

14.3 Bernstein’s inequality

In this section, we let Z1, . . . ,Zn be independent random variables with values in
some space Z and we let γ be a real-valued function on Z , satisfying for a positive
constant K,

Eγ(Zi) = 0, ∀ i,
1
n

n

∑
i=1

E|γ(Zi)|m ≤
m!
2

Km−2, m = 2,3, . . . . (14.3)

First, we derive a bound for the exponential moment of an average.
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Lemma 14.8. Assume (14.3). For all L > K, we have

Eexp
[ n

∑
i=1

γ(Zi)/L
]
≤ exp

[
n

2(L2−LK)

]
.

Proof. This follows from Lemma 14.1, after noting that

n

∑
i=1

E
{

e|γ(Zi)|/L−1−|γ(Zi)|/L
}
≤

∞

∑
m=2

n

∑
i=1

E|γ(Zi)|m

Lmm!

≤ n
2L2

∞

∑
m=2

(K/L)m−2 =
n

2L2(1−K/L)
.

tu
The bound of Lemma 14.8 leads to Bernstein’s inequality, as given in Bennet (1962).

Lemma 14.9. (Bernstein’s inequality) Assume (14.3). Let t > 0 be arbitrary. Then

IP

(
1
n

n

∑
i=1

γ(Zi)≥ Kt +
√

2t

)
≤ exp [−nt] .

Proof. Let a > 0 be arbitrary. In Lemma 14.8, take

K/L = 1− (1+2aK/n)−1/2,

and apply Chebyshev’s inequality to obtain

IP

(
n

∑
i=1

γ(Zi)≥ a

)
≤ exp

[
− a2

aK +n+
√

2aKn+n2

]
.

Now, choose a/n = Kt +
√

2t. tu

14.4 Hoeffding’s inequality

This section presents Hoeffding’s inequality as obtained by Hoeffding (1963). Let
Z1, . . . ,Zn be independent random variables with values in some space Z and let γ

be a real-valued function on Z , satisfying

Eγ(Zi) = 0, |γ(Zi)| ≤ ci ∀ i. (14.4)

Lemma 14.10. Assume (14.4). For all L > 0,
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Eexp
[ n

∑
i=1

γ(Zi)/L
]
≤ exp

[
∑

n
i=1 c2

i
2L2

]
.

Proof. Write Xi := γ(Zi), i = 1, . . . ,n. By the convexity of the exponential function
exp[x/L], we know that for any 0≤ α ≤ 1,

exp[αx/L+(1−α)y/L]≤ α exp[x/L]+ (1−α)exp[y/L].

Define now
αi =

ci−Xi

2ci
.

Then
Xi = αi(−ci)+(1−αi)ci,

so
exp[Xi/L]≤ αi exp[−ci/L]+ (1−αi)exp[ci/L].

But then, since Eαi = 1/2, we find

Eexp[Xi/L]≤ 1
2

exp[−ci/L]+
1
2

exp[ci/L].

Now, for all x,

exp[−x]+ exp[x] = 2
∞

∑
k=0

x2k

(2k)!
,

whereas

exp[x2/2] =
∞

∑
k=0

x2k

2kk!
.

Since
(2k)!≥ 2kk!,

we thus know that
exp[−x]+ exp[x]≤ 2exp[x2/2],

and hence

Eexp[Xi/L]≤ exp
[

c2
i

2L2

]
.

Therefore,

Eexp

[
n

∑
i=1

Xi/L

]
≤ exp

[
∑

n
i=1 c2

i
2L2

]
.

tu
Consequently, using Chebyshev’s inequality, we have sub-Gaussian tails for aver-
ages.

Lemma 14.11. Assume (14.4). We have for all t > 0
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IP
(∣∣∣∣ n

∑
i=1

γ(Zi)

∣∣∣∣≥ t)
)
≤ 2exp

[
− t2

2∑
n
i=1 c2

i

]
.

Proof. It follows from Chebyshev’s inequality and Lemma 14.10 that for all L > 0

P

(
n

∑
i=1

γ(Zi)≥ t

)
≤ exp

[
∑

n
i=1 c2

i
2L2 − t

L

]
.

Take L = (∑n
i=1 c2

i )/t to complete the proof. tu

14.5 The maximum of p averages

14.5.1 Using Bernstein’s inequality

Let Z1, . . . ,Zn be independent Z -valued random variables, and γ1, . . . ,γp be real-
valued functions on Z , satisfying for j = 1, . . . , p,

Eγ j(Zi) = 0, ∀ i,
1
n

n

∑
i=1

E|γ j(Zi)|m ≤
m!
2

Km−2, m = 2,3, . . . . (14.5)

We start out with an inequality for the m-th moment of the maximum of p averages.

Lemma 14.12. Assume (14.5). We have for m = 1,2, . . .

E

(
max

1≤ j≤p
|1
n

n

∑
i=1

γ j(Zi)|m
)

≤

(
K log(2p+ em−1− p)

n
+

√
2log(2p+ em−1− p)

n

)m

.

Proof. By Lemma 14.7, for all L > 0, and all m

E

(
max

j
|

n

∑
i=1

γ j(Zi)|m
)
≤ Lm logm

[
Eexp[max

j
|

n

∑
i=1

γ j(Zi)|/L]−1+ em−1

]
.

From Lemma 14.8, and invoking e|x| ≤ ex + e−x, we obtain for L > K,

Lm logm

[
Eexp[max

j
|

n

∑
i=1

γ j(Zi)|/L]−1+ em−1

]
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≤ Lm logm
[

p
{

2exp
[

n
2(L2−LK)

]
−1
}
+ em−1

]
≤ Lm logm

[
(2p+ em−1− p)exp

[
n

2(L2−LK)

]]
=

(
L log(2p+ em−1− p)+

[
n

2(L−K)

])m

.

Now, take

L = K +

√
n

2log(2p+ em−1− p)
.

tu

We define

λ (K,n, p) :=

√
2log(2p)

n
+

K log(2p)
n

. (14.6)

In what follows, the quantity λ (K,n, p) plays an important role: it will appear in
several places. From an asymptotic point of view, that is, when n is large and K is
not too large, the first (square-root) term in the definition of λ (K,n, p) is the leading
term.

In most of our applications, p will be large, in particular, it will be much larger than
m. To simplify the expressions for this case, we have, as corollary of Lemma 14.12

Corollary 14.1. Assume (14.5). For all m≤ 1+ log p, it holds that

E

(
max

1≤ j≤p

∣∣∣∣1n n

∑
i=1

γ j(Zi)

∣∣∣∣m
)
≤ λ

m(K,n, p).

We also put forward a probability inequality involving λ (K,n, p).

Lemma 14.13. Assume (14.5). We have for all t > 0,

IP

(
max

1≤ j≤p

∣∣∣∣1n n

∑
i=1

γ j(Zi)

∣∣∣∣≥ Kt +
√

2t +λ (K,n, p)

)
≤ exp[−nt].

Proof. Bernstein’s inequality says that for each j,

IP

(
1
n

n

∑
i=1

γ j(Zi)≥ Kt +
√

2t

)
≤ exp[−nt].

The result now follows immediately from

Kt +
√

2t +λ (K,n, p) = Kt +
√

2t +

√
2log2p

n
+K

log(2p)
n
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≥ K
(

t +
log(2p)

n

)
+

√
2
(

t +
log(2p)

n

)
.

tu

Example 14.1. Consider independent random variables X1, . . . ,Xn in Rp. Define

σ
2
j :=

1
n

n

∑
i=1

E|X ( j)
i |

2, j = 1, . . . , p.

Suppose that the X ( j)
i are, uniformly in j, sub-Gaussian: for some constants K and

σ2
0 ,

K2(Eexp[|X ( j)
i |

2/K2]−1)≤ σ
2
0 , j = 1, . . . , p.

Then by Lemma 14.5, the |X ( j)
i |2 are sub-exponential, with for all m≥ 2, and all j,

E
∣∣∣∣|X ( j)

i |
2−E|X ( j)|2

∣∣∣∣m ≤ m!
2
(2K2)m−2(2Kσ0)

2.

We may normalize this to

E
∣∣∣∣ |X ( j)

i |2

2Kσ0
−

E|X ( j)
i |2

2Kσ0

∣∣∣∣m ≤ m!
2

(
K
σ0

)m−2

.

Let

σ̂
2
j :=

1
n

n

∑
i=1
|X ( j)

i |
2, j = 1, . . . , p.

Then, from Corollary 14.1, for m≤ 1+ log p,

E
(

max
1≤ j≤p

∣∣∣∣σ̂2
j −σ

2
j

∣∣∣∣m)≤ (2Kσ0)
m

λ
m(K/σ0,n, p).

It follows moreover from Lemma 14.13 that for all t,

IP
(

max
1≤ j≤p

|σ̂2
j −σ

2
j | ≥ 2K2t +2Kσ0

√
2t +2Kσ0λ (K/σ0,n, p)

)
≤ exp[−nt].

14.5.2 Using Hoeffding’s inequality

Let Z1, . . . ,Zn be independent Z -valued random variables, and γ1, . . . ,γp be real-
valued functions on Z , satisfying for j = 1, . . . , p,

Eγ j(Zi) = 0, |γ(Zi)| ≤ ci, j, ∀ i. (14.7)
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Lemma 14.14. Assume (14.7). For m≥ 1 and p≥ em−1, we have

E max
1≤ j≤p

∣∣∣∣∣ n

∑
i=1

γ j(Zi)

∣∣∣∣∣
m

≤
[

2log(2p)
]m/2

max
1≤ j≤p

[ n

∑
i=1

c2
i, j

]m/2

.

Proof. By Hoeffding’s inequality (see Lemma 14.10), for all L > 0 and all j,

Eexp
[ n

∑
i=1

γ j(Zi)/L
]
≤ exp

[
∑

n
i=1 c2

i, j

2L2

]
.

In view of Jensen’s inequality

E max
1≤ j≤p

∣∣∣∣ n

∑
i=1

γ j(Zi)

∣∣∣∣m

≤ Lm logm
{
Eexp

[
max

1≤ j≤p

∣∣∣∣ n

∑
i=1

γ j(Zi)

∣∣∣∣/L

]
−1+ em−1

}

≤ Lm logm
{

p max
1≤ j≤p

(
Eexp

[∣∣∣∣ n

∑
i=1

γ j(Zi)

∣∣∣∣/L

]
−1
)
+ em−1

}

≤ Lm logm

{
p max

1≤ j≤p

(
2exp

[ n

∑
i=1

c2
i, j/(2L2)

]
−1
)
+ em−1

}

≤ Lm

{
log(2p)+ max

1≤ j≤p

∑
n
i=1 c2

i, j

2L2

}m

.

Choosing

L := max
1≤ j≤p

√
∑

n
i=1 c2

i, j

2log(2p)

gives the result. tu
The extension of Hoeffding’s probability inequality to p variables reads as follows.

Lemma 14.15. Let

‖c‖2
n :=

n

∑
i=1

c2
i /n.

We have for all t > 0,

IP

(
max

1≤ j≤p

∣∣∣∣1n n

∑
i=1

γ j(Zi)

∣∣∣∣≥ ‖c‖n

√
2
(

t2 +
log(2p)

n

))
≤ exp[−nt2].

Proof. By Lemma 14.11, we have for all t > 0 and all j,
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IP
(∣∣∣∣ n

∑
i=1

γ j(Zi)

∣∣∣∣≥ t)
)
≤ 2exp

[
− nt2

2‖c‖2
n

]
.

Hence, using the union bound,

IP

(
max

1≤ j≤p

∣∣∣∣1n n

∑
i=1

γ j(Zi)

∣∣∣∣≥ ‖c‖n

√
2
(

t2 +
log(2p)

n

))
≤ 2pexp[−nt2− log(2p)].

tu

14.5.3 Having sub-Gaussian random variables

Let Z1, . . . ,Zn be independent Z -valued random variables, and γ1, . . . ,γp be real-
valued functions on Z , satisfying for j = 1, . . . , p,

Eγ j(Zi) = 0, K2
i (Eexp[γ2

j (Zi)/K2
i ]−1)≤ σ

2
0,i ∀ i. (14.8)

Lemma 14.16. Assume (14.8). Define

R2 :=
n

∑
i=1

(K2
i +σ

2
0,i)/n.

Then

IP

(
max

1≤ j≤p

∣∣ n

∑
i=1

γ j(Zi)/n
∣∣≥ R

√
8
(

t2 +
log(2p)

n

))
≤ exp[−nt2],

and

Eexp
[

max
1≤ j≤p

|∑n
i=1 γ j(Zi)|2

n16R2

]
≤ 2p+1.

Proof. By Lemma 14.3, for all j and L,

Eexp[γ j(Zi)/L]≤ exp[2(K2
i +σ

2
0,i)/L2], i = 1, . . . ,n.

Hence for all j and L,

Eexp
[ n

∑
i=1

γ j(Zi)/(nL)
]
≤ exp[2R2/nL2].

It follows from Chebyshev’s inequality that

IP
(∣∣ n

∑
i=1

γ(Zi)/n
∣∣≥ t

)
≤ 2exp

[
2R2

nL2 −
t
L

]
.
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Take L = 4R2

nt to get

IP
(∣∣ n

∑
i=1

γ(Zi)/n
∣∣≥ t

)
≤ 2exp

[
− nt2

8R2

]
.

One easily sees that this implies the probability inequality for the maximum over j.
Moreover, by Lemma 14.4 (where we take a = 0),

Eexp
[
|∑n

i=1 γ j(Xi)|2

n16R2

]
≤ 3.

Thus

Eexp
[

max
1≤ j≤p

|∑n
i=1 γ j(Zi)|2

n16R2

]
≤ E

p

∑
j=1

(
exp
[
|∑n

i=1 γ j(Xi)|2

n16R2

]
−1
)
+1

≤ 2p+1.

tu

14.6 Concentration inequalities

Concentration inequalities have been derived by Talagrand (e.g. Talagrand (1995))
and further studied by Ledoux (e.g. Ledoux (1996)), Massart (Massart, 2000a) and
Bousquet (2002) and others. Massart (2000b) has highlighted the importance of
these results for statistical theory.

Let Z1, . . . ,Zn be independent random variables with values in some space Z and
let Γ be a class of real-valued functions on Z . Define

Z := sup
γ∈Γ

∣∣∣∣∣1n n

∑
i=1

(γ(Zi)−Eγ(Zi))

∣∣∣∣∣ .

14.6.1 Bousquet’s inequality

Theorem 14.1 below is a result on the amount of concentration of Z around its mean,
which has the flavor of a Bernstein inequality.

Theorem 14.1. (Concentration Theorem (Bousquet, 2002)) Suppose
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Eγ(Zi) = 0 ∀ γ ∈ Γ ,∀ i,
1
n

n

∑
i=1

sup
γ∈Γ

Eγ
2(Zi)≤ 1,

and moreover, for some positive constant K,

‖γ‖∞ ≤ K, ∀ γ ∈ Γ .

Then for all L > 0,
logEexp[n(Z−EZ)/L]

≤ n[eK/L−1−K/L][2EZ/K +1/K2].

To appreciate Theorem 14.1 one may compare it with Lemma 14.1.

The probability inequality given in the following corollary can now be derived in
the same way as in Lemma 14.8 and Lemma 14.9.

Corollary 14.2. Suppose the conditions of Theorem 14.1 hold. We have for all t > 0,

IP
(

Z≥ EZ+
tK
3

+
√

2t
√

1+2KEZ
)
≤ exp[−nt].

Bousquet’s inequality indeed hardly pays a price for its generality. Let us make a
comparison with Lemma 14.13, which is about the special case where |Γ | := p is
finite. We assume now that the functions are bounded by K, which implies (14.5)
with K replaced by K/3.

Corollary 14.3. Suppose the conditions of Theorem 14.1 hold and that |Γ | = p.
Then for all t > 0,

IP

(
max

1≤ j≤p

∣∣∣∣1n n

∑
i=1

γ j(Zi)

∣∣∣∣≥ A(t)

)
≤ exp[−nt],

where, from Corollary 14.1 (with m = 1) and Corollary 14.2, we may take

A(t) =
tK
3

+λ

(
K
3
,n, p

)
+
√

2t

√
1+2Kλ

(
K
3
,n, p

)
.

In fact, Lemma 14.13 tells us that we may take

A(t) =
tK
3

+λ

(
K
3
,n, p

)
+
√

2t.
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14.6.2 Massart’s inequality

The next inequality from Massart (2000a) has the flavor of a Hoeffding inequality.

Theorem 14.2. (Concentration Theorem (Massart, 2000a)) Suppose Eγ(Zi) = 0
and |γ(Zi)| ≤ ci,γ for some real numbers ci,γ and for all 1≤ i≤ n and γ ∈ Γ , where

sup
γ∈Γ

n

∑
i=1

c2
i,γ/n≤ 1.

Then for any positive t,

P(Z≥ EZ+ t)≤ exp
[
−nt2

8

]
.

14.6.3 Sub-Gaussian random variables

Bousquet’s and Massart’s concentration inequalities require that the random vari-
ables involved are bounded. In this section, we consider the sub-Gaussian case.

The next lemma will be applied with, for all s, the random variables Xs of the form

Xs := max
1≤ j≤Ns

∣∣∣∣ 1√
n

n

∑
i=1

γ
s
j(Zi)

∣∣∣∣,
where for s ∈ {1, . . . ,S} (where S ∈N∪∞), and for j = 1, . . . ,Ns, γs

j are given func-
tions on Z indexed by j and s, which satisfy the assumption (14.8). We will need
the entropy results of Section 14.12 to complete the picture: see Theorem 14.7.

Lemma 14.17. Let X1, . . . ,XS be positive random variables, that satisfy for some
positive constants {δs,Ns}S

s=1,

Eexp
[
X2

s /δ
2
s
]
≤ 1+2Ns, s = 1, . . . ,S.

Define

a := 2
√

2
S

∑
s=1

δs
√

log(1+2Ns)∨ s,

and

K := 4
S

∑
s=1

δs
√

s.

Then for all t ≥ a,
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IP
( S

∑
s=1

Xs ≥ t
)
≤ 2exp

[
−2t2

K2

]
,

and moreover

Eexp
[
(∑S

s=1 Xs−a)+
K

]2

≤ 1+2exp[−2a2/K2].

Proof. Define, for t ≥ a,

ηs =

√
2δs
√

log(1+2Ns)

t
∨ δs

√
s

2∑
S
s=1 δs

√
s
, s = 1, . . . ,S.

Then
S

∑
s=1

ηs ≤ 1,

and hence

IP
( S

∑
s=1

Xs ≥ t
)
≤

S

∑
s=1

IP(Xs ≥ tηs).

Fix now some s. By Chebyshev’s inequality,

IP(Xs ≥ tηs)≤ (1+2Ns)exp[−t2
η

2
s /δ

2
s ]

≤ exp
[
− t2η2

s

2δ 2
s

]
≤ exp

[
−2t2s

K2

]
.

Hence

IP
( S

∑
s=1

Xs ≥ t
)
≤

S

∑
s=1

exp
[
−2t2s

K2

]
≤ 2exp

[
−2t2

K2

]
.

Insert Lemma 14.4 to finish the proof. tu

14.7 Symmetrization and contraction

In order to be able to apply Bousquet’s or Massart’s inequality, one needs a bound
for the mean EZ. The results in this section are often useful to obtain such a bound.

A Rademacher sequence is a sequence ε1, . . . ,εn of i.i.d. copies of a random variable
ε taking values in {±1}, with IP(ε =+1) = IP(ε =−1) = 1/2.

Theorem 14.3. (Symmetrization Theorem (van der Vaart and Wellner, 1996)) Let
ε1, . . . ,εn be a Rademacher sequence independent of Z1, . . . ,Zn. Then for any m≥ 1,
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E

(
sup
γ∈Γ

∣∣∣∣∣ n

∑
i=1
{γ(Zi)−Eγ(Zi)}

∣∣∣∣∣
m)
≤ 2mE

(
sup
γ∈Γ

∣∣∣∣∣ n

∑
i=1

εiγ(Zi)

∣∣∣∣∣
m)

. (14.9)

One may also formulate a symmetrization result for probabilities: see Problem 14.5.

Let us now find a bound for the right hand side of (14.9). For simplicity, we con-
sider only the case m = 1. Section 14.11 considers sub-Gaussian “moments”. We
will apply the chaining argument developed by Kolmogorov, see e.g. van der Vaart
and Wellner (1996), van de Geer (2000), and the references therein, and see also
Talagrand (2005) for the refinement to so-called generic chaining. We will use the
entropy of a class of functions (see also Section 14.11).

Endow Γ with the (random) norm

‖γ‖n :=

√
1
n

n

∑
i=1

γ2(Zi).

Definition For δ > 0, the δ -covering number N(δ ,Γ ,‖ · ‖n) of (Γ ,‖ · ‖n) is the
minimum number of balls with radius δ necessary to cover the class Γ . The entropy
is H(·,Γ ,‖ · ‖n) := logN(·,Γ ,‖ · ‖n).

Lemma 14.18. Suppose (Z1, . . . ,Zn) = (z1, . . . ,zn) is fixed. Define

Rn := sup
γ∈Γ

‖γ‖n,

and Ns = N(2−sRn,Γ ,‖ · ‖n), s = 1, . . . ,S, where

S := min{s≥ 1 : 2−s ≤ 4/
√

n}.

Let ε1, . . . ,εn be a Rademacher sequence. We have

E
(

sup
γ∈Γ

∣∣∣∣1n n

∑
i=1

εiγ(zi)

∣∣∣∣)≤ 6
S

∑
s=1

√
log(1+Ns)

n
2−sRn +

4Rn√
n
.

Proof. Let for s = 0,1,2, . . ., {γs
j}

Ns
j=1 be a minimal 2−sRn-covering set of (Γ ,‖ ·‖n),

with Ns = N(2−sRn,Γ ,‖ · ‖n), and for each γ , there exists a γs ∈ {γs
1, . . . ,γ

s
Ns
} such

that ‖γ− γs‖n ≤ 2−sRn. Choose γ0 ≡ 0. Now we insert the chaining argument. We
get ∣∣∣∣1n n

∑
i=1

εiγ(zi)

∣∣∣∣≤ S

∑
s=1

∣∣∣∣1n n

∑
i=1

εi(γ
s− γ

s−1)(zi)

∣∣∣∣+ ∣∣∣∣1n n

∑
i=1

εi(γ− γ
S)(zi)

∣∣∣∣,
where in the above expression, each of the γs are taken as 2−sRn-approximation of
γ . Clearly,
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∑
i=1

εi(γ− γ
S)(zi)

∣∣∣∣≤ ‖γ− γ
S‖n ≤ 2−SRn ≤ 4Rn/

√
n.

Then, by Lemma 14.14 (with a slight improvement for the case m = 1), and using
‖γs− γs−1‖n ≤ 3×2−sRn for all s,

E
(

sup
γ∈Γ

∣∣∣∣1n n

∑
i=1

εi(γ− γ
S)(zi)

∣∣∣∣)≤ S

∑
s=1

3

√
2log(1+NsNs−1)

n
2−sRn +

4Rn√
n

≤ 6
S

∑
s=1

√
log(1+Ns)

n
2−sRn +

4Rn√
n
.

tu
The next corollary can be invoked in Section 9.5. The bound on the covering number
that we use here is based on entropy calculations for convex hulls, see Lemma 14.28.

Corollary 14.4. Let Z1, . . . ,Zn be independent random variables with values in Z
and Γ be a class of real-valued functions on Z . Suppose that for some non-random
constants Rn < ∞ and A > 0,

‖γ‖n ≤ Rn,

and
log(1+N(2−sRn,Γ ,‖ · ‖n)≤ A22s,∀ 0≤ s≤ S,

where
S := min{s≥ 1 : 2−s ≤ 4/

√
n}.

Then, using the bounds in Lemma 14.18, and the bound S ≤ log2 n/2, we get, for a
Rademacher sequence ε1, . . . ,εn independent of Z1, . . . ,Zn,

E
(

sup
γ∈Γ

∣∣∣∣1n n

∑
i=1

εiγ(Zi)

∣∣∣∣)≤ Rn√
n

(
3
√

A log2 n+4
)
.

Massart’s Inequality (Theorem 14.2) then yields

IP

(
sup
γ∈Γ

∣∣∣∣1n n

∑
i=1

εiγ(Zi)

∣∣∣∣> Rn√
n

(
3
√

A log2 n+4+ t
))
≤ exp

[
−nt2

8

]
.

Now, desymmetrizing (see Problem 14.5) gives that for n≥ 8K2,

IP

(
sup
γ∈Γ

∣∣∣∣1n n

∑
i=1

γ(Zi)

∣∣∣∣> 4Rn√
n

(
3
√

A log2 n+4+4t
))
≤ 4exp

[
−nt2

8

]
.

Tailoring the result for the demands in Section 9.5, we have as a consequence, for
all T ≥ 1, and for R2

n ≤ (ε2∧1)M2
n , where ε > 0 and Mn > 0 are certain constants
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IP

(
sup
γ∈Γ

∣∣∣∣1n n

∑
i=1

γ(Zi)

∣∣∣∣> 8εMnT√
n

(
3
√

A log2 n+4
))

≤ 4exp
[
−T 2(3

√
A log2 n+4)2(ε2∨1)

8

]
. (14.10)

When Γ is a collection of linear functions { fβ (·) = ∑
p
j=1 β jψ j(·) : β ∈ Rp}, one

can apply Hölder’s inequality

Esup
β

|
n

∑
i=1

εi fβ (Zi)| ≤ sup
β

‖β‖qE
( p

∑
j=1
|

n

∑
i=1

εiψ j(Zi)|r
)1/r

,

where 1 ≤ q ≤ ∞ and 1/q+ 1/r = 1. Of special importance here is the case q = 1
(r = ∞): it yields a bound in terms of the `1-norm of β .

In the case where the functions in Γ are not linear, but some Lipschitz function of a
linear function, the following contraction inequality is very useful.

Theorem 14.4. (Contraction Theorem (Ledoux and Talagrand, 1991)) Let z1, . . . ,zn
be non-random elements of Z and let F be a class of real-valued functions on Z .
Consider Lipschitz functions γi : R→ R, i.e.

|γi(s)− γi(s̃)| ≤ |s− s̃|, ∀ s, s̃ ∈ R.

Let ε1, . . . ,εn be a Rademacher sequence. Then for any function f ∗ : Z → R, we
have

E

(
sup
f∈F

∣∣∣∣∣ n

∑
i=1

εi{γi( f (zi))− γi( f ∗(zi))}

∣∣∣∣∣
)

≤ 2E

(
sup
f∈F

∣∣∣∣∣ n

∑
i=1

εi( f (zi)− f ∗(zi))

∣∣∣∣∣
)
.

14.8 Concentration inequalities for Lipschitz loss functions

We provide probability inequalities for the set T as given in Section 6.6 and Section
6.7, for the case of Lipschitz loss.

Consider independent random variables {Zi}n
i=1, with (for i = 1, . . . ,n) Zi in some

space Z . For f : Z → R, define

‖ f‖2
n :=

1
n

n

∑
i=1

f 2(Zi), ‖ f‖2 := E‖ f‖2
n.
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Let, for all i, γi : R→ R be given functions. Let {ψ1, . . . ,ψp} be a given dictionary
on Z , and define

fβ :=
p

∑
j=1

β jψ j, β ∈ Rp.

Assume γi is a Lipschitz function, with Lipschitz constant L not depending on i:

|γi(s)− γi(s̃)| ≤ L|s− s̃| ∀s, s̃ ∈ R. (14.11)

Define the empirical process

νn(β ) :=
1
n

n

∑
i=1

[
γi( fβ (Zi))−Eγi( fβ (Zi))

]
, β ∈ Rp.

Let β ∗ be fixed. For all δ > 0, we define the random variable

Z̄δ := sup
‖ fβ− fβ∗‖≤δ

|νn(β )−νn(β
∗)|/√p,

and, for all M > 0, we define

ZM := sup
‖β−β ∗‖1≤M

|νn(β )−νn(β
∗)|.

Lemma 14.19. Assume (14.11). We have (for all δ > 0)

EZ̄δ ≤ 4δL/
√

n.

Proof. Without loss of generality, we may assume that ∑
n
i=1EψT (Xi)ψ(Xi)/n =

I, so that ‖ fβ − fβ ∗‖ = ‖β − β ∗‖, and ‖ψ j‖ = 1 for all j. Let ε1, . . . ,εn be a
Rademacher sequence, independent of z := Z1, . . . ,Zn. By the Symmetrization The-
orem (Theorem 14.3) combined with the Contraction Theorem (Theorem 14.4), we
have

√
pEZ̄δ ≤ 2E sup

‖ fβ− fβ∗‖≤δ

∣∣∣∣1n n

∑
i=1

εi

(
γi( fβ (Zi))− γi( fβ ∗(Zi))

)∣∣∣∣
≤ 4LE sup

‖ fβ− fβ∗‖≤δ

∣∣∣∣1n n

∑
i=1

εi

(
fβ (Zi)− fβ ∗(Zi)

)∣∣∣∣.
But, in view of the Cauchy-Schwarz inequality,

∣∣∣∣1n n

∑
i=1

εi

(
fβ (Zi)− fβ ∗(Zi)

)∣∣∣∣≤ ‖β −β
∗‖2

√√√√ p

∑
j=1

∣∣∣∣1n n

∑
i=1

εiψ j(Zi)

∣∣∣∣2,
and
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E
p

∑
j=1

∣∣∣∣1n n

∑
i=1

εiψ j(Zi)

∣∣∣∣2 = p
n
.

tu

Lemma 14.20. Assume (14.11). We have (for all M > 0)

EZM ≤ 4ML

√
2log(2p)

n
E
(

max
1≤ j≤p

‖ψ j‖n

)
.

If we assume that for all m≥ 2 and all j, and for some constant K,

1
n

n

∑
i=1

E|ψ j(Zi)|m ≤
m!
2

Km−2,

we furthermore have
EZM ≤ 4MLλ (K,n, p),

where

λ (K,n, p) :=

(√
2log(2p)

n
+

K log(2p)
n

)
.

Proof. Let ε1, . . . ,εn be a Rademacher sequence, independent of z := Z1, . . . ,Zn.
By the Symmetrization Theorem (Theorem 14.3) combined with the Contraction
Theorem (Theorem 14.4), we have

EZM ≤ 2E sup
‖β−β ∗‖1≤M

∣∣∣∣1n n

∑
i=1

εi

(
γi( fβ (Zi))− γi( fβ ∗(Zi))

)∣∣∣∣
≤ 4LE sup

‖β−β ∗‖1≤M

∣∣∣∣εi

(
fβ (Zi)− fβ ∗(Zi)

)∣∣∣∣.
At this point we invoke Hölder’s inequality:

sup
‖β−β ∗‖1≤M

∣∣∣∣1n n

∑
i=1

εi

(
fβ (Zi)− fβ ∗(Zi)

)∣∣∣∣≤M max
1≤ j≤p

∣∣∣∣1n n

∑
i=1

εiψ j(Zi)

∣∣∣∣.
By Hoeffding’s moment inequality (Lemma 14.14),

E max
1≤ j≤p

∣∣∣∣∣1n n

∑
i=1

εiψ j(Zi)

∣∣∣∣∣≤
√

2log(2p)
n

E
(

max
1≤ j≤p

‖ψ j‖n

)
.

Under the assumption
1
n

n

∑
i=1

E|ψ j(Zi)|m ≤
m!
2

Km−2,

it furthermore holds, using Bernstein’s moment inequality (Lemma 14.12),
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E max
1≤ j≤p

�
�
�
�
�

1

n

n

∑
i=1

εiψ j(Zi)

�
�
�
�
�
≤ λ (K,n, p),

with

λ (K,n, p) :=

�
2log(2p)

n
+

K log(2p)

n
.

��

Example 14.2. Let Y1, . . . ,Yn be independent Y valued response variables, Y ⊂ R,
and x1, . . . ,xn fixed co-variables in some spaceX . Suppose that the ψ j are functions
on X , with �ψ j�n ≤ 1 for all j. We assume that the loss function ρ fβ is of the form

ρ fβ (xi,Yi) = γ(Yi, fβ (xi))+ ci( fβ ),

where ci( fβ ) is a constant depending (possibly) on fβ and i. We further assume for
all s, s̃ ∈ R and all y ∈ Y ,

|γ(y,s)− γ(y, s̃)| ≤ L|s− s̃| (14.12)

Then

EZM ≤ 8ML

�
2log(2p)

n
max
1≤ j≤p

�ψ j�n ≤ 8ML

�
2log(2p)

n
.

Massart’s concentration inequality (Theorem 14.2) yields

IP

�

ZM ≥ 2ML

�

4

�
2log(2p)

n
+

�
2t

n

��

≤ exp[−t].

Note that the result does not require any higher order moments for the response
variables. This is due to the Lipschitz condition, i.e., to the fact that ρ f is a robust
loss function.

If we assume a uniform L∞-bound K for the dictionary {ψ j}, we can apply Bous-
quet’s concentration inequality. As illustrated in the previous example however, such
a bound K is not a sine qua non.

Theorem 14.5. Assume (14.12) and that

1

n

n

∑
i=1

max
1≤ j≤p

Eψ2
j (Zi) ≤ 1,

and that for some constant K,

max
1≤ j≤p

�ψ j�∞ ≤ K.

Let
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T :=

�

ZM ≤ ML

�

4λ

�
K

3
,n, p

�

+
tK

3n
+

�
2t

n

�

1+8λ

�
K

3
,n, p

� ��

,

where

λ

�
K

3
,n, p

�

:=

�
2log(2p)

n
+

K log(2p)

3n
.

Then
IP(T ) ≥ 1− exp[−t].

Proof. This follows from combining Lemma 14.20 with Bousquet’s probability in-
equality (Corollary 14.2). ��

14.9 Concentration for squared error loss with random design

This section completes the results of Section 6.6 and Section 6.7 for the case of
least squares estimation with random design. We prove probability inequalities for
the empirical process associated with squared error loss, where random design gives
an additional term to handle as compared to fixed design. Indeed, the empirical
process consists of two terms, a linear term involving the noise, and a quadratic
term involving only the regression functions. Subsection 14.9.1 handles the first
term, Subsection 14.9.2 handles the second term, and Subsection 14.9.3 combines
the two.

Let {(εi,Xi)}
n
i=1 be independent, and satisfy for i = 1, . . . ,n, that εi ∈R and Xi ∈X

are independent, and moreover that

Eεi = 0, E|εi|
m ≤

m!

2
Km−2

ε σ2, m = 2,3, . . . . (14.13)

Let F = { fβ = ∑
p
j=1β jψ j : β ∈ Rp} be a class of linear functions on X , and let

f ∗ = fβ ∗ be a fixed function inF . Suppose that

1

n

n

∑
i=1

max
1≤ j≤p

Eψ2
j (Xi) ≤ 1, max

1≤ j≤p
�ψ j�∞ ≤ K. (14.14)

Let K0 := Kε K.

Let us furthermore recall that λ (K,n, p) was defined in (14.6).

The distribution of Xi is denoted by Q(i), and we let Q = ∑n
i=1Q(i)/n. Moreover, we

let Qn be the empirical distribution based on X1, . . . ,Xn. Thus

Qn f =
1

n

n

∑
i=1

f (Xi),
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and
Q f := EQn f .

14.9.1 The inner product of noise and linear functions

Lemma 14.21. Assume (14.13) and (14.14). For all t > 0,

IP

(
sup

fβ∈F

∣∣ 1
n ∑

n
i=1 εi( fβ − f ∗)(Xi))

∣∣
‖β −β ∗‖1

≥ αε(t)

)

≤ exp[−nt],

where

αε(t) := K0t +σλ

(
K0

σ
,n, p

)
+σ
√

2t.

Proof. It holds that
1
n

n

∑
i=1

E|εiψ j(Xi)|m ≤
m!
2

Km−2
0 σ

2.

Hence by Lemma 14.13, for all t > 0,

IP

(
max

1≤ j≤p

∣∣∣∣1n n

∑
i=1

εiψ j(Xi)

∣∣∣∣≥ tK0 +σλ

(
K0

σ
,n, p

)
+σ
√

2t

)
≤ exp[−nt].

The result now follows from Hölder’s inequality:∣∣∣∣∣1n n

∑
i=1

εi( fβ − f ∗)(Xi)

∣∣∣∣∣≤ ‖β −β
∗‖1 max

1≤ j≤p

∣∣∣∣1n n

∑
i=1

εiψ j(Xi)

∣∣∣∣.
tu

14.9.2 Squared linear functions

Lemma 14.22. Assume (14.14). Let FM := { fβ = ∑
p
j=1 β jψ j : ‖β − β ∗‖1 ≤ M}

be a class of linear functions on X , and let f 0 be a fixed function, with possibly
f 0 /∈FM. Suppose that for some η > 0,

‖ f − f 0‖∞ ≤ η , ∀ f ∈FM.
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Define

ZM := sup
f∈FM

∣∣∣∣12 (Qn−Q)
(
( f − f 0)2− ( f ∗ − f 0)2)∣∣∣∣ .

Then for t > 0,
IP(ZM ≥MαX (t))≤ exp[−nt],

where
αX (t)/(2η) :=

2tK
3

+4λX +
√

2t
√

1+8KλX ,

with

λX := λ

(
K
3
,n, p

)
.

Proof. Consider the mapping

γ f (x) := ( f − f 0)2(x)/2η , f ∈FM.

Then

|γ f − γ f̃ | ≤
(
| f − f 0 + f̃ − f 0|

2η

)
| f − f̃ | ≤ | f − f̃ |, ∀ f , f̃ ∈FM.

Thus, by Symmetrization Theorem 14.3 and the Contraction Theorem 14.4,

EZM ≤ 4ηE

(
sup

f∈FM

∣∣∣∣∣1n n

∑
i=1

εi( f (Xi)− f ∗(Xi))

∣∣∣∣∣
)

≤ 8ηME

(
max

1≤ j≤p

∣∣∣∣1n n

∑
i=1

ψ j(Xi)

∣∣∣∣
)

≤ 8ηM

(√
2log(2p)

n
+

K log(2p)
3n

)
= 8ηMλX ,

where in the last step we invoked Corollary 14.1.

Next, we use Bousquet’s inequality. We first note that for all f ∈FM ,

1
n

n

∑
i=1

E(γ f − γ f ∗)
2(Xi)≤

1
n

n

∑
i=1

E( f − f ∗)2(Xi)≤M2,

and
|γ f − γ f ∗ | ≤ | f − f ∗| ≤MK.

So for t > 0,

IP
(

ZM ≥ EZM +
√

2t
√

4η2M2 +4ηMKEZM +
4ηtMK

3

)
≤ exp[−nt].
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Now, insert EZM ≤ 8ηMλX . tu
The above theorem can be improved in certain settings. Note that it makes use of the
contraction inequality, which in turn is why we need the assumption that the class
of functions is uniformly bounded (by η). We may use that when

‖β −β
∗‖1 ≤M, max

1≤ j≤p
‖ψ j‖∞ ≤ K,

then
‖ fβ − fβ ∗‖∞ ≤MK.

In the case of the Lasso with random design, one applies this with K = O(λ s∗/φ 2
∗ ),

so that the above approach leads to restrictions on the magnitude of s∗ (modulo K,
η and φ∗, and with λ �

√
log p/n, the sparsity s∗ should generally be of small order√

n/ log p).

We will quote a result of Guédon et al. (2007), which can be used to relax the
conditions on the rate of growth of the sparsity. In Section 14.12, we define the
δ -entropy H(·,Λ ,d) of a subset of a metric space (Λ ,d). The entropy integral is
then

D(Λ ,d) :=
∫ Diam(Λ)

0

√
H(u,Λ ,d)du,

whenever the integral is finite (and using a continuous majorant of the entropy if
necessary). The entropy integral plays an important role in empirical process theory.
We refer to Lemma 14.18 for an example. In the latter lemma, we use an entropy
sum instead of an integral, but it is a common custom to replace the sum by the
perhaps more elegant integral.

A collection F of real-valued functions on X can be equipped with the metric
induced by the norm

‖ f‖∞,n := max
1≤i≤n

| f (Xi)|.

We then define
U2

n (F ) := ED2(F ,‖ · ‖∞,n).

Theorem 14.6. (Guédon et al., 2007). Let

R := sup
f∈F
‖ f‖,

where ‖ · ‖ denotes the L2(Q)-norm. Then for a universal constant c,

E sup
f∈F

∣∣∣∣(Qn−Q) f 2
∣∣∣∣≤ cmax

{
RUn(F )/

√
n,U2

n (F )/n
}
.

The above result is invoked in Bartlett et al. (2009) to answer a question posed in
Greenshtein and Ritov (2004): see also the discussion in Section 2.4.
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14.9.3 Squared error loss

Let Yi = f 0(Xi)+ εi, i = 1, . . . ,n. Define

γ f (x,y) = (y− f (x))2, x ∈X , y ∈ R.

Lemma 14.23. Let FM := { fβ = ∑
p
j=1 β jψ j : ‖β −β ∗‖1 ≤M} be a class of linear

functions on X , and let f 0 be a fixed function, with possibly f 0 /∈FM. Suppose that

‖ f − f 0‖∞ ≤ η , ∀ f ∈FM.

Then for t > 0,

IP

(
sup

fβ∈FM

|(Pn−P)(γ fβ − γ f ∗)| ≥M(αε(t)+αX (t))

)
≤ 2exp[−nt],

where
αε(t) := K0t +λε +σ

√
2t,

with

λε := σλ

(
K0

σ
,n, p

)
,

and where
αX (t)/(2η) :=

2tK
3

+4λX +
√

2t
√

1+8KλX ,

with

λX := λ

(
K
3
,n, p

)
.

Proof. This follows from combining the previous two subsections. tu

14.10 Assuming only lower order moments

We show that by symmetrization, one can prove moment and probability inequali-
ties using only second moments. We restrict ourselves to a finite class of functions
{γ1, . . . ,γp} (infinite classes can often be treated using e.g. entropy calculations, see
Section 14.11 for an illustration).



14.10 Assuming only lower order moments 509

14.10.1 Nemirovski moment inequality

We prove an inequality for the m-th moment of maxima of sums of independent
random variables. The case m = 2 is considered in Dümbgen et al. (2010). It is -
modulo constants - Nemirovski’s inequality (the latter actually concerns the second
moment of `q-norms (1 ≤ q ≤ ∞) of sums of independent random variables in Rp,
whereas we only consider the case q = ∞).

Lemma 14.24. (Nemirovski moment inequality) For m ≥ 1 and p ≥ em−1, we
have

E max
1≤ j≤p

∣∣∣∣∣ n

∑
i=1

(
γ j(Zi)−Eγ j(Zi)

)∣∣∣∣∣
m

≤
[

8log(2p)
]m/2

E
[

max
1≤ j≤p

n

∑
i=1

γ
2
j (Zi)

]m/2

.

Proof. Let (ε1, . . . ,εn) be a Rademacher sequence independent of z :=
(Z1, . . . ,Zn). Let Ez denote conditional expectation given z. By Hoeffding’s moment
inequality (Lemma 14.14), conditionally on z,

Ez max
1≤ j≤p

∣∣∣∣∣ n

∑
i=1

(
εiγ j(Zi)

)∣∣∣∣∣
m

≤
[

2log(2p)
]m/2

max
1≤ j≤p

[ n

∑
i=1

γ
2
j (Zi)

]m/2

.

Hence,

E max
1≤ j≤p

∣∣∣∣ n

∑
i=1

εiγ j(Zi)

∣∣∣∣m ≤ [2log(2p)
]m/2

E

[
max

1≤ j≤p

n

∑
i=1

γ
2
j (Zi)

]m/2

.

Finally, we desymmetrize (see Theorem 14.3):(
E max

1≤ j≤p

∣∣∣∣ n

∑
i=1

(γ j(Zi)−Eγ j(Zi))

∣∣∣∣m
)1/m

≤ 2

(
E max

1≤ j≤p

∣∣∣∣ n

∑
i=1

εiγ j(Zi)

∣∣∣∣m
)1/m

.

tu

Example 14.3. Consider independent centered random variables ε1, . . . ,εn, with
variance Eε2

i ≤ σ2 for all i. Moreover, let {xi, j : i = 1, . . . ,n, j = 1, . . . , p} be given
constants. Define for i = 1, . . . ,n,

Ki := max
1≤ j≤p

|xi, j|.

Then clearly

E
[

max
1≤ j≤p

n

∑
i=1

ε
2
i x2

i, j

]
≤ σ

2
n

∑
i=1

K2
i .

Lemma 14.24 shows therefore that for p≥ e,
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E max
1≤ j≤p

∣∣∣∣∣ n

∑
i=1

εixi, j/n

∣∣∣∣∣
2

≤ σ
2
[

8log(2p)
n

][
∑

n
i=1 K2

i
n

]
.

14.10.2 A uniform inequality for quadratic forms

The next result can be used for example in the context of multivariate regression
with group Lasso, as considered in Section 8.6.

Lemma 14.25. Let {εi.t : i = 1, . . . ,n, t = 1, . . . ,T} be independent random vari-
ables with Eεi,t = 0, Eε2

i,t = 1, and Eε4
i,t ≤ µ4

4 for all i and t. Moreover. let {xi, j,t :
i = 1, . . . ,n, j = 1, . . . , p, t = 1, . . . ,T} be given constants satisfying ∑

n
i=1 x2

i, j,t = n
for all j and t. Then for p≥ e3, we have

E max
1≤ j≤p

[
T

∑
t=1

(
1√
n

n

∑
i=1

xi, j,tεi,t

)2
]2

≤

{
T +
√

T
[

8log(2p)
]3/2

µ
2
4

[
1

nT

T

∑
t=1

n

∑
i=1

max
1≤ j≤p

x4
i, j,t

]1/2
}2

.

Proof. Define for all j and t,

Vj,t :=
(

1√
n

n

∑
i=1

xi, j,tεi,t

)2

,

and let Vt :=(V1,t , . . . ,Vp,t), t = 1, . . .T . Then V1, . . . ,VT are independent, and EVj,t =
1 for all t and j. Hence, by the Nemirovski moment inequality given in the previous
section (Lemma 14.24), for p≥ e

E max
1≤ j≤p

∣∣∣∣ T

∑
t=1

(Vj,t −1)
∣∣∣∣2 ≤ 8log(2p)

T

∑
t=1

E
[

max
1≤ j≤p

V 2
j,t

]
.

Also, applying again the Nemirovski moment inequality, we obtain for p≥ e3, and
for all t,

E max
1≤ j≤p

V 2
j,t = E max

1≤ j≤p

(
1√
n

n

∑
i=1

xi, j,tεi,t

)4

≤
[

8log(2p)
]2

E

[
1
n

n

∑
i=1

(
max

1≤ j≤p
x2

i, j,tε
2
i,t

)]2
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≤
[

8log(2p)
]2

E

[
1
n

n

∑
i=1

(
max

1≤ j≤p
x4

i, j,tε
4
i,t

)]

≤
[

8log(2p)
]2

µ
4
4

[
1
n

n

∑
i=1

max
1≤ j≤p

x4
i, j,t

]
.

tu

14.11 Using entropy for concentration in the sub-Gaussian case

Consider independent centered random variables ε1, . . . ,εn, that are sub-Gaussian:
for some constants K and σ2

0 ,

K2(Eexp[ε2
i /K2]−1)≤ σ

2
0 , i = 1, . . . ,n. (14.15)

Later, we will use the short-hand notation

K0/3 := 25
√

K2 +σ2
0 .

Let {x1, . . . ,xn} ⊂X be fixed. Write

Qn :=
1
n

n

∑
i=1

δxi ,

and let F ⊂ L2(Qn). Denote the L2(Qn)-norm by ‖·‖n. Throughout this section, we
assume that

sup
f∈F
‖ f‖n ≤ 1. (14.16)

We consider the process
{(ε, f )n : f ∈F},

where (ε, f )n := ∑
n
i=1 εi f (xi)/n.

We note that εi f (xi) is a sub-Gaussian random variable: for i = 1, . . . ,n,

K2
i (Eexp[ε2

i f 2(xi)/K2
i ]−1)≤ σ

2
0,i,

where K2
i = K2 f 2(xi) and σ2

0,i = σ2
0 f 2(xi).

In order to be able to use the result of Section 14.5.3, which is for finite classes of
functions, we approximate F by a finite sub-class.

Definition For δ > 0, the δ -covering number N(δ ,F ,‖ · ‖n) of (F ,‖ · ‖n) is the
minimum number of balls with radius δ necessary to cover the class F . The entropy
is H(·,F ,‖ · ‖n) := logN(·,F ,‖ · ‖n).
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We will again apply the chaining argument. We combine chaining with Lemma
14.17. In Lemma 14.17, we choose S = ∞, which is allowed if the infinite sum

∞

∑
s=1

2−s
√

log(1+2N(2−s,F ,‖ · ‖n),

converges, which we will assume implicitly. This implicit assumption can actually
be avoided using the Cauchy-Schwarz inequality

|(ε, f )n| ≤ ‖ε‖n‖ f‖n,

where (with some abuse of notation)

‖ε‖2
n :=

1
n

n

∑
i=1

ε
2
i .

One can show that the chaining argument only needs a finite number S of links,
with 2−SR� 1/

√
n. To avoid digressions, we do not treat this in detail here, see also

Lemma 14.18.

Theorem 14.7. Assume (14.15) and (14.16). Let, for each s ∈ {0,1, . . .}, Fs :=
{ f s

j}
Ns
j=1 ⊂F be a minimal 2−s-covering set of (F ,‖ · ‖n). Define

a0 :=
∞

∑
s=1

2−s−1
√

log(1+2Ns)∨ s,

and
Z := sup

f∈F
|(ε, f )n|.

It holds that
Eexp

[
(
√

nZ/K0−a0)+
]2 ≤ 1+2exp[−2a2

0]. (14.17)

Theorem 14.7 is of the same spirit as the results in Viens and Vizcarra (2007). The
latter paper is however more general, as it considers more general tail behavior.
Moreover, it replaces the bound a0 in the left-hand side of (14.17) by EZ. In appli-
cations, one then needs to derive a bound for EZ by separate means.

Proof of Theorem 14.7. For all f ∈ F and all s, there is a gs
f ∈ Fs such that

‖ f −gs
f ‖n ≤ 2−s. Hence we have for all s ∈ {1,2, . . .},

(ε, f )n =
∞

∑
s=1

(ε,gs
f −gs−1

f )n +(ε, f −gS
f )n,

where we take g0
f ≡ 0. Define

Xs := max
f∈F

√
n|(ε,gs

f −gs−1
f )n|.
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Note that
‖gs

f −gs−1
f ‖n ≤ ‖gs

f − f‖n +‖ f −gs−1
f ‖n ≤ 3×2−s.

Moreover card({gs
f − gs−1

f }) ≤ NsNs−1 ≤ N2
s . Lemma 14.16 therefore tells us that,

for δs := 12
√

K2 +σ2
0 2−s,

Eexp[X2
s /δ

2
s ]≤ 1+2N2

s .

Combine this with Lemma 14.17, and the bounds log(1+ 2N2
s ) ≤ 2log(1+ 2Ns),

and
S

∑
s=1

2−s√s≤ 2,

to obtain

Eexp

[
(

S

∑
s=1

Xs/K0−a0)+

]2

≤ 1+2exp[−2a2
0].

tu
Let for all R > 0,

F (R) := { f ∈F : ‖ f‖n ≤ R}.

The following corollary shows how the empirical process behaves as a function of
the radius R.

Define

a0(R) :=
∞

∑
s=1

2−s−1R
√

log(1+2N(2−sR,F (R),‖ · ‖n)∨ s,

and
Z(R) := sup

f∈F (R)
|(ε, f )n|.

Corollary 14.5. Assume (14.15). For all R, it holds that

Eexp
[
(
√

nZ(R)/K0−a0(R))+
R

]2

≤ 1+2exp
[
−

2a2
0(R)
R2

]
.

We will now turn to the weighted empirical process.

Lemma 14.26. Assume (14.15) and (14.16). Suppose that a(R)≥ a0(R) is such that
a(R) in non-decreasing in R and a(R)/R is non-increasing in R (0 < R ≤ 1), and
that

B :=
∞

∑
s=1

exp[−a2(2−s)/2−2s]< ∞.

Then
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Eexp

[
sup
f∈F

[
(
√

n|(ε, f )n|/K0−2a(‖ f‖n))+
2‖ f‖n

]2
]
≤ 1+2B

Proof. We can assume ‖ f‖n > 0 for all f ∈F . Let s ∈ {0,1, . . .}. Because a(R)/R
is non-increasing in R, it holds that

a(2−s) =
a(2−s)

2−s 2−s ≤ a(2−s−1)

2−s−1 2−s = 2a(2−s−1).

Hence

sup
f∈F , 2−s−1≤‖ f‖n≤2−s

[
(
√

n|(ε, f )n|/K0−2a(‖ f‖n))+
2‖ f‖n

]

≤ sup
f∈F , ‖ f‖n≤2−s

[
(
√

n|(ε, f )n|/K0−2a(2−s−1))+
2−s

]

≤ sup
f∈F , ‖ f‖n≤2−s

[
(
√

n|(ε, f )n|/K0−a(2−s))+
2−s

]
.

We now use the so-called peeling device (see van de Geer (2000), and the references
therein). In view of Corollary 14.5 we then get

Eexp

[
sup
f∈F

[
(
√

n|(ε, f )n|/K0−2a(‖ f‖n))+
2‖ f‖n

]2
]
−1

≤
∞

∑
s=0

{
Eexp

[
sup

f∈F , 2−s−1<‖ f‖n≤2−s

[
(
√

n|(ε, f )n|/K0−2a(‖ f‖n))+
2‖ f‖n

]2
]
−1

}

≤
∞

∑
s=0

{
Eexp

[
sup

f∈F , ‖ f‖n≤2−s

[
(
√

n|(ε, f )n|/K0−2a(2−s))+
2−s

]2
]
−1

}

≤ 2
∞

∑
s=0

exp
[
−2a2(2−s)

2−2s

]
= 2B.

tu

Corollary 14.6. Assume (14.15). Let F be a class of functions with ‖ f‖n ≤ 1 for
all f ∈F , and with, for some 0 < ν < 1 and some constant Aν ,

log(1+2N(δ ,F ,‖ · ‖n))≤
(

Aν

δ

)2ν

, 0 < δ ≤ 1.

Then

a0(R)≤
1
2

Aν
ν R1−ν

∞

∑
s=1

2−s(1−ν) =
1
2

Aν
ν R1−ν(21−ν −1)−1 := a(R).
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Moreover
∞

∑
s=0

exp
[
−2a2(2−s)

2−2s

]

=
∞

∑
s=0

exp
[
− A2ν

ν 22νs

2(21−ν −1)2

]
≤

∞

∑
s=0

exp
[
− A2ν

ν ν(s+1)
2(21−ν −1)2

]

=

(
exp
[

A2ν
ν ν

2(21−ν −1)2

]
−1
)−1

:= Bν .

Lemma 14.26 for this case gives

Eexp

[
sup
f∈F

[(
(
√

n|(ε, f )n|
‖ f‖nK0

− Aν
ν‖ f‖−ν

n

21−ν −1

)
+

]2
]

≤ 1+2Bν .

Chebyshev’s inequality shows that for all t > 0,

IP
(
∃ f ∈F :

√
n|(ε, f )n| ≥ K0Aν

ν‖ f‖1−ν
n (21−ν −1)−1 +K0‖ f‖nt

)
≤ exp[−t2/K2

0 ](1+2Bν).

Corollary 14.7. The result of the present corollary can be used in Subsection 6.11.1,
which concerns the estimator with `r-penalty, 0 < r < 1. Assume (14.15). Let, for a
given 0 < r < 1, and a given dictionary {ψ j}p

j=1 with ‖ψ j‖n ≤ 1,

F := { fβ = ∑β jψ j : ‖β‖r ≤ 1}.

Then from Lemma 14.32, for
α :=

r
2(1− r)

.

and for 2p−(1+α)/
√

α ≤ δ ≤ 2(
√

α)
1
α , we have

log(1+2N(δ ,F ,‖ · ‖n))≤ 4(1+α)(αδ
2/4)−

r
2−r log(1+2p)

:=

c
2−r

r
r log

2−r
2r (1+2p)
δ

 2r
2−r

.

Values of δ outside the above range can be handled easily. So, in the notation of
Corollary 14.6, the constants are ν = r/(2− r), and Aν

ν = cr
√

log(1+2p). Define

br,p :=
(

exp
[

c2
r log(1+2p) r

2−r

2(2
2(1−r)

2−r −1)2

]
−1
)−1

,
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and let

T :=
{
∀ f ∈F :

√
n|(ε, f )n| ≤

K0
√

log(1+2p)cr

2
2(1−r)

2−r −1
‖ f‖

2(1−r)
2−r

n +K0‖ f‖nt
}
.

Then from Corollary 14.6,

IP(T )≥ 1− exp[−t2/K2
0 ](1+2br,p).

Note that br,p→ 0 as p→ ∞. The probability of T is large for large t.

Corollary 14.8. Assume (14.15). Fix an m ∈ N. Let

F := { f : [0,1]→ R : ‖ f‖n ≤ 1, TV( f (m−1))≤ 1},

where TV(g) =
∫
|g| is the total variation of the function g. We refer to Sec-

tion 14.12.6 for more details. The following result can be invoked in Subsection
8.4.2, where the high-dimensional additive model is studied. There, for a function
f : [0,1]→ R, the squared Sobolev semi-norm

∫
| f (m)(x)|2dx is used as a measure

of smoothness. It is clear that{
f : ‖ f‖n ≤ 1,

∫
| f (m)(x)|2dx≤ 1

}
⊂F .

Theorem 14.10 shows that for some constant cm,

log(1+2N(δ ,F ,‖ · ‖n))≤ 4
(cm

δ

) 1
m
, δ > 0,

i.e., in the notation of Corollary 14.6, the constants are ν = 1/(2m) and Aν = 2
1
m cm.

In the same way as in the previous corollary, one may conclude that

sup
f∈F

√
n|(ε, f )n|

‖ f‖1− 1
2m

n

= OIP(1).

14.12 Some entropy results

We derive entropies for classes of functions relevant for our work. These can be used
in the maximal inequalities given in Section 14.6.3 to arrive at concrete bounds for
special cases. Our main focus will be on linear classes of functions, with an `1-bound
on the coefficients.

In Subsection 14.12.1, we give an entropy bound for a ball in finite-dimensional
space endowed with `q-norm (1 ≤ q ≤ ∞). We also present there the entropy of
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the convex hull of a given set {ψ j} ⊂ L2(Q) of functions. Subsection 14.12.2 re-
fines this to the case where the coefficients are restricted to lie in some smaller set,
such as an `r-ball with 0 < r < 1. Subsections 14.12.3 and 14.12.4 study the case
where the functions {ψ j} are (highly) correlated, and in fact can be approximated
by a smaller δ -covering. Subsection 14.12.3 gives a relatively simple bound for the
entropy involving a logarithmic term, whereas Subsection 14.12.4 shows that the
logarithmic term can be removed in certain cases, but that one then possibly pays
a price in the constants. Subsection 14.12.5 provides some important refinements.
Subsection 14.12.6 considers an example and Subsection 14.12.7 has the proofs for
this section.

The definition of entropy, and related concepts, is as follows.

Let (Λ ,d) be a subset of a metric space.

Definition For δ > 0, the δ -capacity C (δ ,Λ ,d) of Λ is the maximal number of
elements of a δ -packing set, that is, of a subset Λδ of Λ having each pair of distinct
elements λ j and λk at least δ apart (i.e., d(λ j,λk)> δ ).

The δ -covering number N(δ ,Λ ,d) of Λ is the smallest number of closed balls with
radius δ , that covers the space Λ . We call the centers of the balls a δ -covering set.
The entropy of Λ is H(·,Λ ,d) := logN(·,Λ ,d).

It is sometimes useful to require that the covering sets are within Λ . This can be
always be accomplished: from a general δ -covering set we can construct a 2δ -
covering set within Λ . Note moreover that a maximal δ -packing set is also a δ -
covering set and that 2δ -packing set is never larger than a δ -covering set.

We generally consider sets Λ for which there indeed exist finite coverings (such sets
are called totally bounded).

In what follows, Q is a probability measure on the space X , ‖·‖ is the L2(Q)-norm,
and {ψ j}p

j=1⊂ L2(Q) are given functions with norm ‖ψ j‖≤ 1, for all j. For β ∈Rp,
we write

fβ =
p

∑
j=1

β jψ j.

Entropy results for the class
{ fβ : ‖β‖1 = 1}

can be deduced from those for the convex hull

conv({ψ j}) := { fβ : β j ≥ 0,‖β‖1 = 1}

by separating the positive and negative coefficients:

fβ = ∑
β j>0

β jψ j + ∑
β j<0

β jψ j.

Moreover, the class
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{ fβ : ‖β‖1 ≤ 1}

(i.e., the coefficients are in the `1-ball, including the interior) can be handled by
adding the additional function ψ0 ≡ 0 to the set {ψ j}p

j=1.

We use the notation: for x > 0

dxe is the smallest integer larger than or equal to x

bxcis the largest integer (including 0) smaller than or equal to x.

14.12.1 Entropy of finite-dimensional spaces and general convex
hulls

Lemma 14.27. Endow Rp with the metric corresponding to the `q-norm, where 1≤
q≤ ∞. Consider the `q-ball

Θ := {θ ∈ Rp : ‖θ‖q ≤ R}.

Then

C (δ ,Θ ,‖ · ‖q)≤
(

2R+δ

δ

)p

, 0 < δ ≤ R.

We next consider a lemma from Pollard (1990): Theorem 6.2, and van der Vaart and
Wellner (1996): Lemma 2.6.11.

Lemma 14.28. For all δ > 0, we have

H
(

δ ,conv({ψ j}p
j=1),‖ · ‖

)

≤
⌈

1
δ 2

⌉(
1+ log

(
1+ pδ

2)
))
∧
⌈

1
δ 2

⌉
log p.

14.12.2 Sets with restrictions on the coefficients

Lemma 14.29. Let B ⊂ Rp. Then for all δ > 0,

H
(

δ ,{ fβ : β ∈B},‖ · ‖
)
≤min

u>0

{
H(u,B,‖ · ‖1)+

⌈
u2

δ 2

⌉
log(1+2p)

}
.

As a special case, we consider coefficients that are required to lie within an `r-ball,
0 < r < 1.
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Lemma 14.30. For a given 0 < r < 1, let B be the set B := {β ∈ Rp : ‖β‖r
r ≤ 1}.

Then for all u > 0,

H(u,B,‖ · ‖1)≤
(

2
u

) r
1−r
(

log p+ log
(

4+u
u

))
.

We now give a bound for the entropy which approximately does the minimization
as given in Lemma 14.29. To facilitate these derivations, we present (without proof)
the following straightforward result.

Lemma 14.31. Define for x > 0, and for positive constants c and α , the function

f (x) := x−α + x/c.

Then
min
x>0

f (x) = (α +1)(αc)−
α

1+α ,

and
argmin

x>0
f (x) = (αc)

1
1+α .

The combination of Lemma 14.29 and Lemma 14.30 results in the following bound.

Lemma 14.32. For a given 0 < r < 1, let B be the set B := {β ∈ Rp : ‖β‖r
r ≤ 1}.

Define
α :=

r
2(1− r)

.

Then, for 2p−(1+α)/
√

α ≤ δ ≤ 2(
√

α)
1
α , we have

H
(

δ ,{ fβ : β ∈B},‖ · ‖
)
≤ 4(1+α)(αδ

2/4)−
r

2−r log(1+2p).

14.12.3 Convex hulls of small sets: entropy with log-term

We consider sets of functions {ψ j} with relatively small covering number
N(·,{ψ j},‖ · ‖), and examine the entropy for the convex hull conv({ψ j}) of {ψ j}.
Dudley (1987) gives a bound for this entropy for the case where the u-covering
number of {ψ j} is a polynomial in 1/u. Its derivation, as given in Pollard (1990)
is less complicated than the one of the next subsection, but the result may involve
a redundant logarithmic term. We reprove the result of Pollard (1990) here, using
the same technique of proof, and extending it to general covering numbers (i.e., not
only polynomial ones).

The next lemma is the core of the result, as in Pollard (1990): Theorem 6.2.
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Lemma 14.33. Consider functions ga = (ga1 , . . .gaN )
T , of the form

gak = ∑
j

α j,kφ j,k,

where ak = {α j,k}, with α j,k ≥ 0 for all j and k, and ∑ j α j,k = 1 for all k. Moreover,
the φ j,k are given functions with ‖φ j,k‖ ≤ u for all j and k. The total number as j
and k vary is denoted by p := card({φ j,k}). Fix a θ ∈RN satisfying θk ≥ 0 for all k,
and ∑

N
k=1 θk = 1. Let Gθ := {g = ∑

N
k=1 θkgak}. Then

H(δ ,Gθ ,‖ · ‖)≤
(

u2

δ 2 +N
)

log p.

As a consequence of Lemma 14.33, we get a bound for the entropy, again (as in
Lemma 14.29) by trading off the u-covering number against the squared radius u2.

Lemma 14.34. Define N(u) := N(u,{ψ j},‖ · ‖), u > 0. We have

H
(

3δ ,conv({ψ j}),‖ · ‖
)

≤min
u>0

{(
3N(u)+

4u2

δ 2

)
log
((

8+δ

δ

)
N(δ )

)}
.

14.12.4 Convex hulls of small sets: entropy without log-term

This subsection considers the same problem as the previous one. We now do our
calculations in such a way to possibly remove the logarithmic term in certain cases.
This allows one to recover known results from approximation theory for a large class
of function spaces. An example will be the space of (m− 1)-times differentiable
functions, with the (m−1)-th derivative being of bounded variation, see Subsection
14.12.6.

The results of this section are inspired by Ball and Pajor (1990) and van der Vaart
and Wellner (1996). For the proofs, the first ingredient is along the lines of Lemma
2.6.11 in van der Vaart and Wellner (1996).

In what follows, we consider a non-increasing sequence of positive numbers {us}∞
s=0,

and let {ψs
k} be us-covering sets of {ψ j}, with cardinality Ns := |{ψs

k}|. Then for
each j, we can consider the closest neighbour of ψ j in the us-covering set, say ψs

ks
j
.

It is clear that then, for fixed s ≥ 1, the number of functions {ψs
ks

j
−ψ

s−1
ks−1

j
} as j

varies is at most NsNs−1. We now show that this number can brought down to Ns, by
agreeing upon a tree structure for the sequence of covering sets.
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Definition Let {us}∞
s=0 be a non-increasing sequence of positive numbers, {ψs

k} be
us-covering sets of {ψ j}, with cardinality Ns := |{ψs

k}|. For any s ≥ 1, and any
k ∈ {1, . . . ,Ns−1}, we define the off-spring V s

k of k at generation s as the indices of
the set of functions in {ψs

j} which are closest to ψ
s−1
k , i.e.

V s
k :=

{
j : ‖ψs

j −ψ
s−1
k ‖= min

l∈{1,...,Ns−1}
‖ψs

j −ψ
s−1
l ‖

}
.

The generation tree is the collection of mappings

gs : {1, . . . ,Ns}→ {1, . . . ,Ns−1}, s = 1,2, . . . ,

of off-spring to parent, defined as

gs( j) = k if j ∈V s
k .

Lemma 14.35. (Generation Tree Lemma) Let {us}∞
s=0 be a non-increasing sequence

of positive numbers, with u0 = 1, and let {ψs
k} ⊂ {ψ j} be us-covering sets of {ψ j},

with cardinality Ns := |{ψs
k}|. Take ψ0

1 ≡ 0. Then

‖ψs
k−ψ

s−1
gs(k)‖ ≤ us−1, s = 1,2, . . . .

Moreover, for each generation T , ψ j can be decomposed as

ψ j =
T

∑
s=1

(ψs
ks

j
−ψks−1

j
)+(ψ j−ψ

T
kT

j
),

where {ks
j}

T−1
s=1 follows the branches of the tree (i.e. ks−1

j = gs(ks
j), s = 1, . . . ,T −1),

and where
‖ψ j−ψ

T
kT

j
‖ ≤ uT .

The Generation Tree Lemma plays an important role in the proof of the next lemma.

Lemma 14.36. Define (for s ∈ {0,1, . . .}) δs = 2−s, and let {ψs
j}

Ns
j=1 ⊂ {ψ j} be a

us-covering set of {ψ j}, where us is non-increasing in s and where

2u2
s/δ

2
s ≤ Ns ≤ 4u2

s/δ
2
s .

Define for all s,
Fs := conv({ψs

j}).

Then

H(δs,Fs,‖ · ‖)≤ log
(

9 [2e]9
) s

∑
t=1

Nt−1.
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Our second ingredient uses a so-called “chaining” argument to derive entropies.

Lemma 14.37. Define (for s ∈ {0,1, . . .}) δs = 2−s, and let {ψs
j}

Ns
j=1 ⊂ {ψ j} be a

us-covering set of {ψ j}, where us is non-increasing in s and where

2u2
s/δ

2
s ≤ Ns ≤ 4u2

s/δ
2
s .

Fix an s and let, for all j, φ t
j := ψ t

kt
j
, t = 1, . . . ,T , where kt

j is chosen as in Lemma

14.35 and T is the smallest integer such that uT ≤ δs. Let moreover ηt > 0, ∑
T
t=1 ηt ≤

1. Then

H(2δs,conv({ψ j−φ
s
j}),‖·‖)≤

T−s

∑
t=1

(
2−2t+1Ns+t−1

η2
t

+1
)(

1+ log
(

1+22(t+1)
))

.

The next theorem follows directly from combining Lemma 14.36 and Lemma 14.37.

Theorem 14.8. Define (for s ∈ {0,1, . . .}) δs = 2−s, and let {ψs
j}

Ns
j=1 ⊂ {ψ j} be a

us-covering set of {ψ j}, where

2u2
s/δ

2
s ≤ Ns ≤ 4u2

s/δ
2
s .

Let ηt > 0, ∑
T
t=1 ηt = 1, where T is the smallest integer such that uT ≤ δs. Then

H(3δs,conv({ψ j}),‖ · ‖)≤ log
(

9 [2e]9
) s

∑
t=1

Nt−1

+
T−s

∑
t=1

(
2−2t+1Ns+t−1

η2
t

+1
)(

1+ log
(

1+22(t+1)
))

.

The next theorem considers an important special case.

Theorem 14.9. Suppose that for some positive constants A and W with AW ≥ 2,

N(u,{ψ j},‖ · ‖)≤
(

A
u

)W

, u > 0.

Then for all s ∈ {0,1,2, . . .} and for δs = 2−s,

H(δs,conv({ψ j}),‖ · ‖)≤CW A
2W

2+W δ
− 2W

2+W
s ,

where

CW 4−
2W

2+W := 2log
(

9 [2e]9
)
(2

W
2+W −2−

W
2+W )−1 +2log(5e)

(
3(2+W )

2log2

)4

2
2

2+W .



14.12 Some entropy results 523

14.12.5 Further refinements

It is clear that entropy bounds for conv{ψ j} based only on the covering number of
{ψ j} can be sup-optimal. For example, suppose that

ψ j = ψ1,k +ψ2,l ,

with the ψ1,k and ψ2,l varying in certain collections {ψ1,k} and {ψ2,l} respectively.
Clearly,

N(u,{ψ j},‖ · ‖)≤ N(u,{ψ1,k},‖ · ‖)N(u,{ψ2,l},‖ · ‖),

and in many cases, this bound cannot be substantially improved. It means e.g.
that if N(u,{ψ1,k},‖ · ‖) � u−W as well as N(u,{ψ2,l},‖ · ‖) � u−W , then typically

N(u,{ψ j},‖·‖)� u−2W . Nevertheless, H(δ ,conv({ψ j}),‖·‖)� δ
− 2W

2+W , which can
be easily seen by applying Theorem 14.9 to the two sets {ψ1,k} and {ψ2,l} sepa-
rately.

The following lemma presents a further refinement.

Lemma 14.38. Define (for s ∈ {0,1, . . .}) δs = 2−s. Suppose that for all s, there is a
set {ψs

j}
Ns
j=1 ⊂ {ψ j}, such that each ψ j is assigned to a φ s

j := ψs
k , and such that

H(δs,conv({ψ j−φ
s
j}),‖ · ‖)≤ Hs.

Assume that H0 = 0 and 1 = N0 ≤ N2 ≤ . . .. Then

H(δs,conv({ψs
j}),‖ · ‖)≤

s

∑
t=1

(
Ht−1 + log((1+23)(1+24))Nt

)
.

14.12.6 An example: functions with (m−1)-th derivative of
bounded variation

The total variation of a function f : R→ R is defined as

TV( f ) = sup
N≥1

sup
z0<z1<···<zN−1<zN

N

∑
j=1
| f (z j)− f (z j−1)|.

The function f is called of bounded variation if TV( f )< ∞. One easily checks that
TV( f )≤M if and only if f can be written as f = c+ f+− f−, where c is a constant,
and f+ and f− are non-decreasing, with values in [−M,M]. We will use the notation
↑ for “non-decreasing”.
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We consider the entropy of a collection of functions whose (m−1)-th derivative is
of bounded variation. As noted above, this problem can be reduced to considering a
collection of functions with (m−1)-th derivative monotone and bounded.

Let

F (m) :=
{

f : [0,1]→R : f (k)(0) = 0, k = 0,1, . . .m−1, f (m−1) ↑,0≤ f (m−1)≤ 1
}
.

One easily verifies that

F (m) = conv({ψ(m)
v : v ∈ [0,1]}),

where

ψ
(m)
v (x) =

(x− v)m−1

(m−1)!
l{x≥ v}.

We first consider the case m = 1. Then F (1) is the class of non-decreasing functions
(on [0,1]) with values in [0,1].

Lemma 14.39. We have

N(u,{ψ(1)
v : v ∈ [0,1]},‖ · ‖)≤ du−2e ≤ 2u−2, 0 < u≤ 1.

It is easy to see that the above lemma and its corollary below remain true if F (1) is
the class of bounded non-decreasing functions on the whole real line.

Corollary 14.9. Application of Theorem 14.9 gives that for all s, and with δs = 2−s,

H(δs,F
(1),‖ · ‖)≤

√
2C2δ

−1
s .

Next, we consider general m. Here we need the refinements of Theorem 14.9.

Theorem 14.10. For all s, and for δs = 2−s,

H(δs,F
(m),‖ · ‖)≤ c1/m

m δ
−1/m
s ,

where

c1/m
m :=

√
2C2

m

∏
l=2

21/l

+2log((1+23)(1+24))
m−2

∑
k=0

2
2

m−k /(2
1

m−k −1)
m

∏
l=m−k+1

2
1
l ,

with C2 given in Theorem 14.9.
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14.12.7 Proofs for this section (Section 14.12)

Proof of Lemma 14.27. Let {θ j}Nj=1 ⊂Θ , with N := C (δ ,Θ ,‖ ·‖q), be all at least
δ apart. If ‖θ − θ j‖q ≤ δ/2 and ‖θ j − θk‖q > δ , we must have (by the triangle
inequality) ‖θ −θk‖q > ‖θ j−θk‖q−‖θ −θ j‖q > δ/2. Hence, the balls B j := {θ :
‖θ − θ j‖q ≤ δ/2}, j = 1, . . . ,N are mutually disjoint. The (Lebesgue) size of an
`q-ball with radius r is Cp,qrp, where Cp,q is some constant depending on p and q. It
follows that the size of ∪ jB j is at least

N Cp,q(δ/2)p.

For all θ ∈ ∪ jB j,
‖θ‖q ≤ R+δ/2.

The size of ∪B j is therefore at most

Cp,q(R+δ/2)p.

Thus we must have
N Cp,q(δ/2)p ≤Cp,q(R+δ/2)p.

tu
Proof of Lemma 14.28. Let β ∈ Rp be given, and satisfy β j ≥ 0 and ∑

p
j=1 β j = 1.

Consider the random variable ψβ ∈ L2(Q), with distribution

IP(ψβ = ψ j) = β j, j = 1, . . . , p.

Then clearly
Eψ

β = fβ .

Let, for some m ∈ N to be specified, ψ
β

1 , . . . ,ψ
β
m be i.i.d. copies of ψβ . Define their

average

ψ̄
β :=

1
m

m

∑
i=1

ψ
β

i .

Then
E‖ψ̄β − fβ‖2 = E

∫
(ψ̄β − fβ )

2dQ

=
∫

E(ψ̄β − fβ )
2dQ =

∫
var(ψ̄β − fβ )dQ =

1
m

∫
var( ψ

β − fβ )dQ

≤ 1
m

∫
E(ψβ )2dQ =

1
m

∫ p

∑
j=1

β jψ
2
j dQ≤ 1

m
,

where in the last inequality, we invoked ‖ψ j‖ ≤ 1 for all j. Hence, with m≥ 1/δ 2,
there must be (by Chebyshev’s inequality) a realization ψ̄β with ‖ψ̄β − fβ‖2 ≤ δ 2.
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Now, we vary β over the simplex {β : β j ≥ 0, ∑
p
j=1 β j = 1}. Then the ψ̄β vary over

the class ∑
m
i=1 ψ ji/m, where ( j1, . . . , jm) ∈ {1, . . . , p}m. The number of such ψ̄β is

(at most) (
p+m−1

m

)
≤ em

(
1+

p
m

)m
∧ pm,

where in the last inequality we applied Stirling’s formula. tu
Proof of Lemma 14.29. Cover the set B by `1-balls with radius u, say B1, . . . ,BN ,
where B j = {β : ‖β −β j‖1 ≤ u}, and N = N(u,B,‖ · ‖1).

The total covering number is at most

N
(

δ ,{ fβ : β ∈B},‖ · ‖
)
≤

N

∑
j=1

N(δ ,{ fβ − fβ j : β ∈ B j},‖ · ‖).

The result follows by inserting the bound of Lemma 14.28:

H
(

δ ,{ fβ − fβ j : β ∈ B j},‖ · ‖
)
≤
⌈

u2

δ 2

⌉
log(1+2p).

tu
Proof of Lemma 14.30. Let u > 0 be arbitrary. Then

∑

|β j |≤u
1

1−r

|β j| ≤ u‖β‖r
r ≤ u.

Moreover, defining Nu := #{ j : |β j|> u
1

1−r }, we obtain

1≥ ∑

|β j |>u
1

1−r

|β j|r ≥ Nuu
r

1−r ,

or
Nu ≤ u−

r
1−r .

Application of Lemma 14.27 with q = 1, and noting that ‖β‖1 ≤ ‖β‖r, gives

N
(

u,{β : ‖β‖0
0 ≤ Nu, ‖β‖r ≤ 1},‖ · ‖1

)
≤
(

p
Nu

)(
2+u

u

)Nu

.

Collecting the small coefficients |β j| ≤ u
1

1−r as well, and taking logarithms, gives

H
(

2u,{‖β‖r ≤ 1},‖ · ‖1

)
≤ log

(
p

Nu

)
+Nu log

(
2+u

u

)

≤ u−
r

1−r

(
log p+ log

(
2+u

u

))
.
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tu
Proof of Lemma 14.32. If u≥ 2/p, we have

4+u
u
≤ 1+2p.

Hence, by Lemma 14.30, for such u,

H(u,B,‖ · ‖1)≤
(

2
u

) r
1−r

(log p+ log(1+2p))

≤ 2
(

2
u

) r
1−r

log(1+2p)

= 2
(

4
u2

)α

log(1+2p).

In view of Lemma 14.29, we get for all u satisfying u≥ 2/p, u≥ δ ,

H
(

δ ,{ fβ : β ∈B},‖ · ‖
)
≤ 2log(1+2p)

[(
4
u2

)α

+
u2

δ 2

]
.

We now insert the value u2/4 = (αδ 2/4)
1

1+α . tu
Proof of Lemma 14.33.

Consider the random vector φ a := (φ a1 , . . . ,φ aN ), where φ a1 , . . . ,φ aN are indepen-
dent, and for k = 1, . . . ,N,

IP(φ ak = φ j,k) = α j,k, j = 1, . . .Nk.

Let {φ a
i }i≥1 be i.i.d. copies of φ a.

For k = 1, . . . ,N, define

mk :=
⌈

θku2

δ 2

⌉
,

and

φ̄
ak :=

1
mk

mk

∑
k=1

φ
ak
i .

Then we have
Eφ̄

ak = gak , k = 1, . . . ,N,

and hence

E
∥∥ N

∑
k=1

θk(φ̄
ak −gak)

∥∥2
=
∫

E
( N

∑
k=1

θk(φ̄
ak −gak)

)2dQ

=
∫

var
( N

∑
k=1

θkφ̄
ak
)
dQ =

∫ N

∑
k=1

θ
2
k var(φ̄ ak)dQ =

∫ N

∑
k=1

θ
2
k var(φ ak)/mkdQ
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≤
∫ N

∑
k=1

θ
2
k E(φ ak)2/mkdQ =

N

∑
k=1

θ
2
k

∫
E(φ ak)2dQ/mk

=
N

∑
k=1

θ
2
k ∑

j
α j,k‖φ j,k‖2/mk ≤

N

∑
k=1

θ
2
k u2/mk ≤ δ

2
N

∑
k=1

θk = δ
2.

Hence, there exists a realization φ̄ a = (φ̄ a1 , . . . , φ̄ aN ), such that

‖
N

∑
k=1

θk(φ̄
ak −gak)

∥∥≤ δ .

We now count the number of functions in this covering. We bound the number of
choices for φ̄ ak by

pmk .

The number mk can in turn be bounded by θku2/δ 2 +1. The total number of choices
for φ̄ a is therefore at most

N

∏
k=1

pθku2/δ 2+1 = pu2/δ 2+N .

Taking logarithms, we find

H(δ ,Gθ ,‖ · ‖)≤
(

u2

δ 2 +N
)

log p.

tu
Proof of Lemma 14.34. Fix some δ > 0. Let {ψ1, . . . ,ψN(δ )} ⊂ {ψ j} be a 2δ -
covering set of {ψ j}, assuming without loss of generality that the covering is formed
by the first N(δ ) functions in {ψ j}. We will construct a δ -covering of {∑N(δ )

j=1 β jψ j :

β j ≥ 0, ‖β‖1 = 1}. This is then a 3δ covering of conv({ψ j}). Let {φk}
N(u)
k=1 be a

u-covering set of {ψ j}. For all k, define

Vk :=
{

j : ‖ψ j−φk‖= min
l
‖ψ j−φl‖

}
.

Let for β j ≥ 0, ∑ j β j = 1,
θk := ∑

j∈Vk

β j.

Let {θ l
k} be a δ/4-covering set of {{θ : θk ≥ 0, ∑

N(u)
k=1 θk = 1},‖ · ‖1}. Define

gak := ∑
j∈Vk

α j,k(ψ j−φk), α j,k := β j/θk.

Then
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∑
j

β jψ j = ∑
k

θkφk +∑
k

∑
j∈Vk

β j(ψ j−φk)

= ∑
k

θkφk +∑
k

θkgak

= ∑
k

θkφk +∑
k
(θk−θ

l
k)gak +∑

k
θ

l
kgak .

By Lemma 14.27

H
(

δ/4,{∑
k

θkφk},‖ · ‖
)
≤ N(u) log

(
8+δ

δ

)
,

and

H
(

δ/4,{θ ∈ RN(u) : ‖θ‖1 ≤ 1},‖ · ‖1

)
≤ N(u) log

(
8+δ

δ

)
and also, by Lemma 14.33, for all l,

H(δ/2,G
θ l ,‖ · ‖)≤

(
4u2

δ 2 +N(u)
)

logN(δ ).

Collecting the terms gives

H
(

δ ,conv({ψ j}N(δ )
j=1 ),‖ · ‖

)
≤
(

3N(u)+
4u2

δ 2

)
log
((

8+δ

δ

)
N(δ )

)
.

tu
Proof of Lemma 14.35 . The first result follows from the definition of covering
number. For the second result, we define kT

j by

‖ψ j−ψ
T
kT

j
‖= min

k=1,...,NT
‖ψ j−ψ

T
k ‖.

Then again the result follows from the definition of covering number. tu
Proof of Lemma 14.36. Let us write for all s,

Ms := N(δs,Fs,‖ · ‖).

Fix some s≥ 1. Let for k = 1, . . . ,Ns−1,

V s
k := { j : ‖ψs

j −ψ
s−1
k ‖= min

l
‖ψs

j −ψ
s−1
l ‖},

be the off-spring of ψ
s−1
k . Then for all k and all j ∈ V s

k , ‖ψs
j −ψ

s−1
k ‖ ≤ us−1. For

any β with β j ≥ 0, ∑ j β j = 1, we have

∑
j

β jψ
s
j = ∑

k
θkψ

s−1
k +∑

k
∑

j∈V s
k

β j(ψ
s
j −ψ

s−1
k ),
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where θk := ∑ j∈V s
k

β j, k = 1, . . . ,Ns−1.

Let { f s−1
l }Ms−1

l=1 be the centers of a δs−1-covering of Fs−1. The ball{
fθ :=

Ns−1

∑
k=1

θkψ
s−1
k : ‖ fθ − f s−1

l ‖ ≤ δs−1, θ ∈ RNs−1

}
can be covered by (

4δs−1 +δs

δs

)Ns−1

= 9Ns−1

balls with radius δs/2 (see Lemma 14.27). Hence, we get

N(δs/2,Fs−1,‖ · ‖)≤Ms−19Ns−1 .

Consider now the class of functions conv({ψs
j −ψ

s−1
k : j ∈ V s

k , k = 1, . . . ,Ns−1}).
Since this is the convex hull of a class of functions, with cardinality Ns because
of the tree structure (see the Generation Tree Lemma 14.35), each function having
L2(Q)-norm ‖ψs

j −ψ
s−1
k ‖ ≤ us−1, we get from Lemma 14.28, and using us−1 ≥ us

and δs = δs−1/2,

N
(

δs/2,conv({ψs
j −ψ

s−1
k }),‖ · ‖

)
≤

[
e

(
1+Ns

δ 2
s

4u2
s−1

)]4u2
s−1/δ 2

s +1

≤ [2e]16u2
s−1/δ 2

s−1+1 ≤ [2e]8Ns−1+1 ≤ [2e]9Ns−1 .

Hence
Ms ≤Ms−19Ns−1 [2e]9Ns−1 ,

or, taking logarithms,

logMs ≤ logMs−1 + log
(

9 [2e]9
)

Ns−1.

But then

logMs ≤ log
(

9 [2e]9
) s−1

∑
t=0

Nt + logM0.

The result follows, as M0 = 1. tu
Proof of Lemma 14.37. Let β j ≥ 0, ∑ j β j = 1. Then

‖∑
j

β j(ψ j−φ
T
j )‖ ≤max

j
‖ψ j−φ

T
j ‖ ≤ uT ≤ δs.

We can write
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∑
j

β j(φ
T
j −φ

s
j ) =

T−s

∑
t=1

∑
j

β j(φ
s+t
j −φ

s+t−1
j ),

where we follow the branches of the generation tree. Define

Hs,t := H
(

ηtδs,conv({φ s+t
j −φ

s+t−1
j }),‖ · ‖

)
.

Since by the Generation Tree Lemma 14.35, card({φ s+t
j − φ

s+t−1
j }) ≤ Ns+t , and

since ‖φ s+t
j −φ

s+t−1
j ‖ ≤ us+t−1, by Lemma 14.28,

Hs,t ≤

(
u2

s+t−1

δ 2
s η2

t
+1

)(
1+ log

(
1+Ns+tδ

2
s η

2
t /u2

s+t−1
))

.

Now
u2

s+t−1

δ 2
s

= 2−2(t−1) u2
s+t−1

δ 2
s+t−1

≤ 2−2t+1Ns+t−1,

and
Ns+tδ

2
s

u2
s+t−1

≤ Ns+tδ
2
s

u2
s+t

=
Ns+tδ

2
s+t2

2t

u2
s+t

≤ 22(t+1).

Thus, inserting ηt ≤ 1,

Hs,t ≤
(

22−2tNs+t−1

η2
t

+1
)(

1+ log
(

1+22(t+1)
))

.

Hence,

H(δs,conv({φ T
j −φ

s
j}),‖ · ‖)≤

T−s

∑
t=1

Hs,t

≤
T−s

∑
t=1

(
92−2t+1Ns+t−1

η2
t

+1
)(

1+ log
(

1+22(t+1)
))

.

tu
Proof of Theorem 14.9. Define (for s ∈ {0,1, . . .}),

us := (A
W
2 δs/
√

2)
2

2+W ,

and

Ns :=
⌈

A
2W

2+W 2
W

2+W δ
− 2W

2+W
s

⌉
.

Then
N(us,{ψ j},‖ · ‖)≤ AW u−W

s

= 2
u2

s

δ 2
s
= A

2W
2+W 2

W
2+W δ

− 2W
2+W

s ≤ Ns
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≤ 2A
2W

2+W 2
W

2+W δ
− 2W

2+W
s = 4

u2
s

δ 2
s
.

We get
s−1

∑
t=1

Nt−1 ≤ 2A
2W

2+W 2
W

2+W

s−1

∑
t=1

δ
− 2W

2+W
t ,

and
s−1

∑
t=1

δ
− 2W

2+W
t ≤ δ

− 2W
2+W

s −1

2
2W

2+W −1
≤ δ

− 2W
2+W

s

2
2W

2+W −1
.

Hence,
s−1

∑
t=1

Nt−1 ≤ 2A
2W

2+W (2
W

2+W −2−
W

2+W )−1
δ
− 2W

2+W
s .

Moreover,

2−2tNs+t−1 ≤ 2A
2W

2+W 2
W

2+W 2−2t
δ
− 2W

2+W
s+t−1

= 2
2

2+W A
2W

2+W 2−
4t

2+W δ
− 2W

2+W
s .

Using (
1+ log

(
1+22(t+1)

))
≤ t log(5e),

it follows that
T−s

∑
t=1

2−2tNs+t−1

η2
t

(
1+ log

(
1+22(t+1)

))

≤ log(5e)A
2W

2+W δ
− 2W

2+W
s

∞

∑
t=1

2−
4t

2+W t
η2

t
2

2
2+W .

Take (for t = 1, . . .)

ηt =
(2−

4t
2+W t)1/3

∑
∞
t=1(2

− 4t
2+W t)1/3

,

and employ the bound

∞

∑
t=1

(2−
4t

2+W t)1/3 ≤ 1+
∫

∞

0
(2−

4t
2+W t)1/3dt

≤ 1+
(

3(2+W )

4log2

)4/3

Γ (4/3)≤
(

3(2+W )

2log2

)4/3

,

to find
T−s

∑
t=1

2−2tNs+t−1

η2
t

(
1+ log

(
1+22(t+1)

))
≤ log(5e)

(
3(2+W )

2log2

)4

A
2W

2+W δ
− 2W

2+W
s 2

2
2+W .
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Now, insert Theorem 14.8 to obtain

H(4δs,conv({ψ j}),‖ · ‖)≤ H(3δs,conv({ψ j}),‖ · ‖)

≤ 2log
(

9 [2e]9
)

A
2W

2+W (2
W

2+W −2−
W

2+W )−1
δ
− 2W

2+W
s

+2log(5e)
(

3(2+W )

2log2

)4

A
2W

2+W δ
− 2W

2+W
s 2

W
2+W .

tu
Proof of Lemma 14.38. Let s≥ 1 be arbitrary. For each ψs

j , there is a φ
s−1
j ∈{ψs−1

j }
assigned to it, such that

H(δs−1,conv({ψs
j −φ

s−1
j }),‖ · ‖)≤ Hs−1.

So conv({ψs
j − φ

s−1
j }) is covered by exp[Hs−1] balls with radius δs−1. Since

card({ψs
j − φ

s−1
j }) = Ns, we can (by Lemma 14.27) cover each of these balls us-

ing at most 9Ns balls with radius δs/2. So in total, we can cover conv({ψs
j −φ

s−1
j })

by 9Ns eHs balls with radius δs/2. Define

Ms := exp[H(δs,conv({ψs
j}),‖ · ‖)].

Then, using similar arguments, we can cover conv({ψs−1
j }) by (1+ 24)Ns−1Ms−1

balls with radius δs/2.

Hence,

logMs ≤ log(1+23)Ns +Hs−1 + log(1+24)Ns−1 + logMs−1

= log((1+23)(1+24))Ns +Hs−1 + logMs−1.

Repeating the argument gives

logMs ≤ log((1+23)(1+24))
s

∑
t=1

Ns +
1

∑
t=0

Ht−1.

tu
Proof of Lemma 14.39. Without loss of generality, we may assume that Q is the
uniform distribution (Problem 14.8). Let 0 < u ≤ 1 be arbitrary. Take v j = ju2,
j = 0,1, . . . ,N, where N := d1/u2e. Then for v ∈ (v j−1,v j],

‖l{· ≥ v}− l{· ≥ v j}‖2 = (v− v j)
2 ≤ u2.

tu
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Proof of Theorem 14.10. Fix some δs > 0. Take v j := jδ
1
m

s , j = 0,1, . . . ,Ns, where
Ns := d1/δ

1/m
s e. Define ψs

j := ψ
(m)
v j . For v ∈ (v j−1,v j], assign φ

(m)
v to ψ

(m)
v j = ψs

j .
One then easily verifies that

ψ
(m)
v −φ s

v

δ
1/m
s

∈F (m−1).

Further,

H(δt ,conv({ψv−φ
s
v}),‖ · ‖)≤ H(δt/δ

1
m

s ,F (m−1),‖ · ‖).

Hence, for m = 2, and using Corollary 14.9

H(δt ,conv({ψv−φ
s
v},‖ · ‖)≤ H(δt/δ

1
2

s ,F (1),‖ · ‖)

≤
√

2C2δ
1/2
s δ

−1
t ,

so that
s

∑
t=0

H(δt ,conv({ψv−φ
s
v},‖ · ‖)≤

√
2C2δ

−1/2
s .

We moreover have, again for m = 2,

s−1

∑
t=0

Nt ≤ 2δ
−1/2
s
√

2/(
√

2−1).

Application of Lemma 14.38 gives

H(δs,F
(2),‖ · ‖)≤

√
2[
√

2C2 +2log((1+23)(1+24))
√

2/(
√

2−1)]δ−1/2
s .

Invoking this, we see that for m = 3,

H(δt ,conv({ψv−φ
s
v},‖ · ‖)≤ H(δt/δ

1
3

s ,F (2),‖ · ‖)

≤
√

2[
√

2C2 + log((1+23)(1+24))
√

2/(
√

2−1)]δ 1/6
s δ

−1/2
t ,

so that
s−1

∑
t=0

H(δt ,conv({ψv−φ
s
v},‖ · ‖)

≤
√

2[
√

2C2 +2log((1+23)(1+24))
√

2/(
√

2−1)]
√

2/(
√

2−1)δ−1/3
s .

For m = 3,
s

∑
t=1

Nt ≤ 2δ
−1/3
s 21/3(21/3−1).

Again, application of Lemma 14.38 gives
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H(δs,F
(3),‖ · ‖)≤ 21/3[

√
2[
√

2C2

+2log((1+23)(1+24))
√

2/(
√

2−1)]
√

2/(
√

2−1)

+2log((1+23)(1+24))21/3/(21/3−1)]δ−1/3
s .

The proof is finished by repeating the argument (Problem 14.9). tu

Problems

14.1. Suppose that for some constant σ2 and for all L,

Eexp[X/L]≤ exp[σ2/(2L2)].

Show that X is sub-Gaussian.

14.2. Show that

K2

2

(
Ee|X |/K−1−E|X |/K

)
≤ K2

(
EeX2/K2 −1

)
.

1 n i
(1)
i , . . . ,X (p)

i
Define XT := (XT

1 , . . . ,XT
n ), and

Σ̂ := XT X/n,

and
Σ := EΣ̂ .

Let
‖Σ̂ −Σ‖∞ := sup

j,k
|Σ̂ j,k−Σ j,k|.

Suppose that the X ( j)
i are, uniformly in i and j, sub-Gaussian: for some constants K

and σ2
0 ,

K2(Eexp[|X ( j)
i |

2/K2]−1)≤ σ
2
0 .

for all i = 1, . . . ,n, j = 1, . . . , p. Use similar arguments as in Example 14.1 to show
that for all t,

IP
(
‖Σ̂ −Σ‖∞ ≥ 2K2t +2Kσ0

√
2t +2Kσ0λ

(
K/σ0,n,

(
p
2

)))
≤ exp[−nt],

where

).14.3. Consider independent random variables X , . . . ,X , where X =(X
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λ

(
K/σ0,n,

(
p
2

))
:=

√
2log(p(p−1))

n
+

K log(p(p−1))
n

.

14.4. This exercise is a variant of Problem 14.3. For simplicity, let us look at the case
of independent copies X1, . . . ,Xn of a random variable X = (X (1), . . . ,X (p)) ∈ Rp.
Define

µ j := EX ( j), σ
2
j := E|X ( j)−µ j|2, j = 1, . . . , p.

Let, for j = 1, . . . , p,

σ̂
2
j :=

1
n

n

∑
i=1
|X j

i − X̄ ( j)|2,

where

X̄ ( j) =
1
n

n

∑
i=1

X ( j)
i .

Suppose that the X ( j) are, uniformly in j, sub-Gaussian: for some constants K and
σ2

0 ,
K2(Eexp[|X ( j)|2/K2]−1)≤ σ

2
0 .

for all j = 1, . . . , p. Use similar arguments as in Example 14.1 to derive an exponen-
tial probability inequality for max1≤ j≤p |σ̂2

j −σ2
j |.

14.5. In this problem, we derive a symmetrization inequality for probabilities (see
Pollard (1984), van de Geer (2000)). Let Pn be the empirical distribution of n in-
dependent random variables Z1, . . . ,Zn, defined on a space Z , and let P′n be an in-
dependent copy of Pn (i.e. P′n is the empirical distribution of an independent copy
(Z′1, . . . ,Z

′
n) of (Z1, . . . ,Zn)). Let furthermore {γ j}p

j=1 be a collection of real-valued
functions on Z , that satisfy

Eγ j(Zi) = 0, ∀ i, j.

Define for any function γ : Z → R,

‖γ‖2 :=
1
n

n

∑
i=1

Eγ
2(Zi),

whenever it exists.
(a) Suppose that for some R,

max
j
‖γ j‖ ≤ R.

Show that for any t > 0 and any 0 < η < 1, and for n > R2/(η2δ 2),

IP(max
j
|Pnγ j|> t)≤

IP(max j |(Pn−P′n)γ j|> (1−η)t)
1−R2/(nη2t2)

.

(b) Let ε1, . . . ,εn be a Rademacher sequence, independent of Z1, . . . ,Zn,Z′1, . . . ,Z
′
n.
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Show that for all t > 0,

IP
(

max
j
|(Pn−P′n)γ j|> t

)
≤ 2IP

(
max

j

∣∣∣∣1n n

∑
i=1

εiγ j(Zi)

∣∣∣∣> t/2
)
.

14.6. This exercise considers a similar situation as in Lemma 14.25, but now for
the case where the sums ∑

n
i=1 xi, j,tεi share the same εi for different t. The ran-

dom variables {εi : i = 1, . . . ,n} are assumed to be independent with Eεi = 0, and
E|εi|m ≤ µm

m for all i. Moreover. {xi, j,t : i = 1, . . . ,n, j = 1, . . . , p, t = 1, . . . ,Tj} is a
given collection of constants. Let

T̄ :=
1
p

p

∑
j=1

Tj.

Then for pT̄ ≥ e2m−1,

E max
1≤ j≤p

[
1
Tj

Tj

∑
t=1

(
1√
n

n

∑
i=1

xi, j,tεi

)2
]m

≤
[

8log(2p)
]m

µ
m
m

[
1
n

n

∑
i=1

max
1≤ j≤p

max
1≤t≤Tj

x2m
i, j,t

]
.

14.7. Consider independent real-valued random variables {Yi}n
i=1 and fixed xi ∈X ,

i = 1, . . . ,n. For f : X → R, define

‖ f‖2
n :=

1
n

n

∑
i=1

f 2(xi).

Let ψ1, . . . ,ψp be given functions on X , and define

fβ :=
p

∑
j=1

β jψ j, β ∈ Rp.

Let ρ : R→ R be a given loss function. Assume that ρ is a Lipschitz function, with
Lipschitz constant L:

|ρ(s)−ρ(s̃)| ≤ L|s− s̃| ∀s, s̃ ∈ R.

Let β ∗ be fixed. Define

νn(β ) :=
1
n

n

∑
i=1

(
ρ(Yi− fβ (xi))−Eρ(Yi− fβ (xi))

)
.

For all δ > 0, we define the random variable
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Z̄δ := sup
‖ fβ− fβ∗‖n≤δ

|νn(β )−νn(β
∗)|/√p.

Apply Lemma 14.19 and Massart’s concentration inequality (Theorem 14.2) to find
a probability inequality for the set T = {Z̄δ ≤ δL(4/

√
n+ t/

√
np)}.

14.8. Let Q be a probability measure on R which has a strictly increasing continuous
distribution function and let

F := { f : R→ [0,1], f ↑}.

(a) Check that the entropy of F for the Lq(Q) norm does not depend on Q (1≤ q <
∞).
(b)Verify that the entropy is not finite for the L∞-norm.
(c)Verify that these entropies for possibly non-strictly increasing or non-continuous
Q are not larger than for the strictly increasing continuous case.

14.9. This is applied in the proof of Theorem 14.10. Consider the recursion

xm = bmxm−1 + cm, m = 1, . . . ,

where the bm and cm are given constants. Verify that

xm = x1

m

∏
l=2

bl +
m−2

∑
k=1

cm−k

m

∏
l=m−k+1

bl .
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BÜHLMANN, P. (2006). Boosting for high-dimensional linear models. Annals of Statis-
tics 34 559–583.
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DAHINDEN, C., KALISCH, M. and BÜHLMANN, P. (2010). Decomposition and model
selection for large contingency tables. Biometrical Journal 52 233–252.

DAHINDEN, C., PARMIGIANI, G., EMERICK, M. and BÜHLMANN, P. (2007). Penal-
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GUÉDON, O., MENDELSON, S., PAJOR, A. and TOMCZAK-JAEGERMANN, N. (2007).
Subspaces and orthogonal decompositions generated by bounded orthogonal sys-
tems. Positivity 11 269–283.

HASTIE, T. and TIBSHIRANI, R. (1990). Generalized Additive Models. Chapman &
Hall, London.

HASTIE, T., TIBSHIRANI, R. and FRIEDMAN, J. (2001). The Elements of Statistical
Learning; Data Mining, Inference and Prediction. Springer, New York.

HEBIRI, M. and VAN DE GEER, S. (2010). The smooth Lasso and other `1 + `2-
penalized methods. ArXiv:1003.4885.

HOEFFDING, W. (1963). Probability inequalities for sums of bounded variables. Journal
of the American Statistical Association 58 13–30.

HOFMANN, M., GATU, C. and KONTOGHIORGHES, E. (2007). Efficient algorithms
for computing the best subset regression models for large-scale problems. Computa-
tional Statistics & Data Analysis 52 16–29.

HOTELLING, H. (1953). New light on the correlation coefficient and its transforms.
Journal of the Royal Statistical Society Series B 15 193–232.

HUANG, J., MA, S. and ZHANG, C.-H. (2008). Adaptive Lasso for sparse high-
dimensional regression models. Statistica Sinica 18 1603–1618.

HUANG, J. and ZHANG, T. (2010). The benefit of group sparsity. Annals of Statistics
38 1978–2004.
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MEIER, L. and BÜHLMANN, P. (2007). Smoothing `1-penalized estimators for highdi-

mensional time-course data. Electronic Journal of Statistics 1 597–615.
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VAN DE GEER, S. and BÜHLMANN, P. (2009). On the conditions used to prove oracle
results for the Lasso. Electronic Journal of Statistics 3 1360–1392.
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W. and BÜHLMANN, P. (2004). Sparse graphical Gaussian modeling for genetic
regulatory network inference. Genome Biology 5 R92, 1–13.

WOOD, S. (2006). Generalized Additive Models: An Introduction with R. Chapman &
Hall.

WU, C. (1983). On the convergence properties of the EM algorithm. Annals of Statistics
11.

YAO, Y., ROSASCO, L. and CAPONNETTO, A. (2007). On early stopping in gradient
descent learning. Constructive Approximation 26 289–315.



556 References

YEO, G. and BURGE, C. (2004). Maximum entropy modeling of short sequence motifs
with applications to RNA splicing signals. Journal of Computational Biology 11
475–494.

YUAN, M. and LIN, Y. (2006). Model selection and estimation in regression with
grouped variables. Journal of the Royal Statistical Society Series B 68 49.

ZHANG, C. (2010). Nearly unbiased variable selection under minimax concave penalty.
Annals of Statistics 38 894–942.

ZHANG, C. and HUANG, J. (2008). The sparsity and bias of the Lasso selection in
high-dimensional linear regression. Annals of Statistics 36 1567–1594.

ZHANG, T. (2009a). On the consistency of feature selection using greedy least squares
regression. Journal of Machine Learning Research 10 555–568.

ZHANG, T. (2009b). Some sharp performance bounds for least squares regression with
L1 regularization. Annals of Statistics 37 2109–2144.

ZHAO, P. and YU, B. (2006). On model selection consistency of Lasso. Journal of
Machine Learning Research 7 2541–2563.

ZHOU, S. (2009a). Restricted eigenvalue conditions on subgaussian random matrices.
ArXiv:0912.4045.

ZHOU, S. (2009b). Thresholding procedures for high dimensional variable selection
and statistical estimation. In Advances in Neural Information Processing Systems 22.
MIT Press.

ZHOU, S. (2010). Thresholded Lasso for high dimensional variable selection and statis-
tical estimation. ArXiv:1002.1583.
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